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Empathic	 in-vehicle	 interfaces	 are	 critical	 in	 improving	 user	 safety	 and	 experiences.	 There	 has	 been	much	 research	 on	 how	 to	
estimate	drivers’	affective	states,	whereas	little	research	has	investigated	intervention	methods	that	mitigate	potential	impacts	from	
the	driver’s	affective	states	on	their	driving	performance	and	user	experiences.	To	enhance	the	development	of	in-vehicle	interfaces	
considering	emotional	aspects,	we	have	organized	a	workshop	series	to	gather	automotive	user	interface	experts	to	discuss	this	topic	
at	the	International	ACM	Conference	on	Automotive	User	Interfaces	and	Interactive	Vehicular	Applications	(AutoUI).	The	present	
paper	focuses	particularly	on	the	intervention	methods	created	by	the	experts	and	proposes	design	recommendations	for	future	
empathic	in-vehicle	interfaces.	We	hope	this	work	can	spark	lively	discussions	on	the	importance	of	drivers’	affective	states	in	their	
user	experience	of	automated	vehicles	and	pose	the	right	direction.	

CCS CONCEPTS •Human-centered	 computing	 •	 Interaction	 design	 •	 Interaction	 design	 process	 and	 methods	 •	 Interface	 design	
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1 Introduction 
In-vehicle	display	technologies	provide	users	with	the	necessary	information	on	the	road.	Although	diverse	features	are	included	in	
current	in-vehicle	interfaces,	more	driving-related	factors	should	still	be	addressed	to	enhance	driving	performance.	Emotions	
have	been	found	to	contribute	to	individual	cognitive	appraisal,	which	refers	to	how	an	individual	interprets	and	responds	to	the	
stress	stimuli	in	the	surrounding	environment	[7].	Previous	research	studies	have	discovered	that	emotions	impact	drivers’	
takeover	performances	[10,18]	and	trust	[20]	differently	in	partially	automated	vehicles.	Because	driving	could	be	stressful	and	
unpredictable,	considering	the	affective	states	of	drivers	while	designing	in-vehicle	displays	is	crucial	to	enhance	driving	
performance,	user	trust,	and	traveling	experiences.	Intervention	methods	involving	different	technologies	are	necessary	to	mitigate	
the	negative	impacts	on	driver	safety	from	the	driver’s	affective	states	[6,12].	To	tackle	this	issue,	we	have	hosted	a	series	of	
workshops	on	empathic	driving	at	the	previous	AutoUI	conferences	[3,16].	Following	the	successful	workshops,	we	hosted	the	
third	workshop	[15]	aimed	at	gathering	the	collective	experience	of	multidisciplinary	researchers	and	practitioners	in	automotive	
displays	and	systems	to	address	how	empathic	in-vehicle	displays	can	be	implemented	to	prevent	or	respond	to	affective	events	in	
vehicles	and	mitigate	driver	emotions.	
The	present	paper	reports	the	third	workshop’s	outcomes	by	describing	the	prototypes	of	intervention	method	experts	

designed	and	discussing	the	potential	design	recommendations	for	future	empathic	in-vehicle	interfaces’	intervention	methods	in	
four	categories.	To	successfully	intervene	in	the	driver’s	affective	state,	the	empathic	in-vehicle	system	should	be	capable	of	1)	
detecting	the	driver’s	affective	states,	2)	empathizing	with	the	driver’s	emotions,	and	3)	understanding	the	source	of	emotions	and	
providing	adaptive	assistance.	

2 Workshop 
Nine	automotive	user	interface	researchers	and	practitioners	gathered	and	volunteered	to	participate	in	the	workshop	at	the	
AutoUI	2022	conference	in	Seoul,	South	Korea.	The	previous	two	iterations	of	the	workshops	contributed	to	developing	the	
workshop	activities	in	the	present	paper	[14].	

2.1 Procedure 
The	three-hour	workshop	began	by	introducing	the	workshop	background	and	presentations	of	the	previous	workshop	results.	
The	workshop	outline	followed	the	4mat	System	(Why,	What,	How,	and	What	if)	[9].	In	the	first	iteration	of	the	workshop,	
participants	discussed	the	importance	of	empathic	displays	in	vehicles	and	ideated	emotion	detection	techniques.	Twenty-eight	
emotions	were	discussed	to	have	negative	impacts	on	driving.	With	the	second	iteration	of	the	workshop,	participants	explored	
different	user	groups	that	could	be	beneficial	from	empathic	in-vehicle	designs	and	how	the	designs	could	adapt	to	users’	unique	
characteristics,	e.g.,	identifying	stress	from	the	heart	rate	of	elderly	drivers.	In	sum,	the	first	iteration	focused	on	why	empathic	
displays	are	essential	in	driving,	and	the	second	iteration	figured	out	who	requires	empathic	in-vehicle	displays.	With	the	results,	
the	first	session	of	the	group	activities	in	the	present	workshop	collaborated	with	the	use	cases	from	the	previous	two	iterations	to	
discuss	how	empathic	in-vehicle	displays	can	be	implemented	to	respond	to	affective	events	on	the	road.	
After	a	keynote	talk	from	one	of	the	workshop	organizers,	there	were	two	sessions	for	the	group	activities.	Nine	experts	were	

separated	into	two	groups	(four	to	five	people	per	group).	The	first	session	focused	on	the	rapid	prototyping	of	intervention	
methods	for	the	presented	use	cases.	An	intervention	specification	sheet	and	a	use	cases	list	were	provided	to	each	expert.	In	the	
intervention	specification	sheet,	each	expert	ideated	intervention	methods	for	their	selected	use	cases	and	explained	the	
advantages	and	potential	shortfalls	of	the	method.	Once	completed,	experts	shared	their	invention	methods	with	others	in	the	
group	and	finalized	their	top	choice(s)	for	the	next	session	of	group	activities.	In	the	second	session,	experts	discussed	their	design	
directions	and	the	creation	of	concept	prototypes	expanding	on	the	use	cases,	including	but	not	limited	to	writing	down	or	
sketching	specific	design	features	for	the	empathic	in-vehicle	interface	(Figure	1).	Finally,	each	group	presented	their	ideas	and	
received	feedback	at	the	end	of	the	workshop.	



	 	

	

 

Figure	1:	Participants	discussing	and	prototyping	empathic	in-vehicle	display	features	adapting	to	use	cases.	

3 Results 
Each	group	had	ten	minutes	to	present	its	design	concepts	for	the	empathic	in-vehicle	interfaces	adapting	the	selected	use	case(s).	
The	first	group	presented	two	interfaces,	and	the	second	group	presented	their	intervention	ideas	from	an	analytical	perspective	
describing	its	design	process.		

3.1 Use case 1: Anger or frustration from being late to a meeting or an important date. 

3.1.1 Intervention Method 1: “Shut up and Drive”. 
The	group’s	first	intervention	method	was	a	head-up	display	(HUD)	with	a	driving	progress	bar	and	a	unique	parking	request	icon	
associated	with	built-in	map	software	in	a	vehicle	with	level-2	automation	(Figure	2	left).	This	intervention	aims	to	mitigate	the	
drivers’	frustration	and	redirect	their	attention	back	to	the	road	by	identifying	the	sources	of	frustration	and	providing	solutions.	
The	sources	of	frustration	were	recognized	as	traffic	delays,	dissatisfaction	from	other	parties,	and	concerns	about	later	parking	
spots.	
To	reduce	the	frustration	from	the	annoyance	of	traffic	delays,	the	progress	bar	visualized	how	much	was	left	to	complete	the	

route.	The	colors	of	the	bar	would	change	based	on	the	traffic	density	as	the	current	personal	navigation	system	does;	for	example,	
red	represents	a	slow	traffic	flow	and	green	represents	a	fast	traffic	flow.	The	group	stated	that	this	color-changing	feature	
empathized	with	the	drivers’	affective	states.	To	comfort	others	who	waited	for	the	drivers,	there	was	also	an	option	in	the	
software	for	the	drivers	to	send	the	current	progress	and	location	to	their	colleagues	or	loved	ones.	Finally,	to	avoid	further	delays	
due	to	limited	parking	slots	at	the	destination,	drivers	could	send	a	parking	request	to	the	software,	and	the	software	would	find	a	
free	parking	spot	near	the	destination	and	direct	the	vehicle	to	it.	A	green	parking	icon	would	show	up	on	the	HUD	and	provide	
feedback	regarding	the	parking	request	by	including	two	check	marks:	the	first	check	mark	represents	the	request	was	submitted,	
and	the	second	check	mark	represents	the	request	was	completed.	This	feedback	aimed	to	provide	positivity	and	ease	drivers’	
frustration	from	worrying	about	the	parking	spot.	

3.1.2  Intervention Method 2: “Play Your Anger”. 
The	second	intervention	method	the	group	prototyped	was	a	drumming	interface	on	the	steering	wheel	linking	to	the	driver’s	
music	player	in	a	level-3	automated	vehicle	(Figure	2	right).	Differing	from	the	first	intervention	method,	the	second	method	
focused	on	shifting	the	driver’s	attention	away	from	being	angry.	The	inspiration	for	this	intervention	was	based	on	the	tapping	
behavior	when	someone	is	angry.		
The	drumming	interface	could	be	activated	in	two	ways.	First,	the	driver	could	start	tapping	the	steering	wheel,	and	the	music	

player	in	the	head-down	display	would	recommend	a	list	of	songs	based	on	the	driver’s	tapping	rhythm.	Then,	the	driver	could	
choose	a	song	and	remix	it	with	the	drumming	beats.	Another	way	to	activate	the	interface	is	to	choose	a	song	from	the	music	
player	and	remix	the	song	directly.	There	were	two	feedback	displays	to	avoid	aggressive	drumming	due	to	anger:	ambient	lights	
on	the	steering	wheel	and	a	mood	bar	in	the	HUD.	The	ambient	lights	would	show	up	on	the	driver’s	tapping,	and	the	light	color	
would	change	from	red	to	yellow	or	green	based	on	the	driver’s	tapping	strength.	The	mood	bar	showed	similar,	colorful	feedback	
to	the	ambient	lights	but	with	a	detailed	portion	on	a	scale.	Towards	the	end	of	drumming,	having	green	feedback	was	considered	
ideal,	indicating	the	driver’s	anger	was	calmed	by	this	intervention.	The	remix	would	also	be	recorded,	and	the	driver	could	decide	
whether	to	upload	it	to	the	music	platform	for	socializing.		



	 	

	

	

Figure	2:	Sketches	of	the	first	group's	empathic	in-vehicle	interface	designs.	

3.2 Use case 2: Fear of automated vehicles in older adults. 
The	second	group	presented	their	design	process	for	creating	empathic	in-vehicle	displays	to	intervene	in	older	adults’	fear	of	
automated	vehicles	due	to	general	anxiety	and	unfamiliarity	with	automated	vehicles	(Figure	3).	The	group	identified	three	phases	
for	the	interface	design:	Sensing,	Diagnosing/Classifying,	and	Intervention.	First,	in	the	Sensing	stage,	the	empathic	display	should	
detect	the	driver’s	fear	from	physiological	data	or	the	change	in	the	driver’s	behavior.	Next,	the	vehicle	should	classify	the	driver’s	
sources	of	fear:	1)	unexpected	behaviors	of	the	vehicle,	e.g.,	a	sudden	stop	made	by	the	vehicle;	2)	fear	of	being	hurt,	e.g.,	a	truck	
was	passing	by	the	vehicle;	and	3)	fear	of	hurting	someone	else,	e.g.,	pedestrian	walking	ahead.	After	comprehending	the	driver’s	
fear,	the	empathic	in-vehicle	interface	should	intervene	in	the	driver’s	fear	depending	on	the	source.	The	group	provided	two	user	
scenarios	applying	this	empathic	in-vehicle	display	design	concept	to	understand	the	intervention	process	in	different	driving	
situations.	Both	user	scenarios	involved	unexpected	vehicle	behaviors;	therefore,	the	empathic	display	should	intervene	in	the	
driver’s	fear	by	demonstrating	situation	awareness	of	the	environment	and	communicating	its	next	movement	to	the	driver	to	
provide	further	comfort.	



	 	

	

	

Figure	3:	The	intervention	process	of	the	second	group’s	empathic	in-vehicle	interface	design.	

4 Discussion 
In	the	workshop,	two	groups	of	automotive	user	interface	experts	presented	their	design	ideas	for	empathic	in-vehicle	interface	
intervention	methods	in	specific	use	cases.	Some	discussion	points	were	organized	and	contributed	to	providing	general	design	
guidelines	for	future	empathic	in-vehicle	interfaces	to	intervene	in	the	driver’s	emotions.	

4.1 Emotion detection 
Identifying	emotions	in	drivers	is	the	initial	step	for	an	empathic	in-vehicle	system	to	understand	the	timing	to	intervene	in	
affective	events.	The	experts	mentioned	that	accurate	emotion	recognition	with	a	short	reaction	time	would	give	the	driver	a	sense	
of	high	system	reliability	and	situation	awareness.	In	addition,	detecting	the	driver’s	emotions	quickly	intervenes	with	the	driver’s	
aggressive	behaviors	in	the	early	stage	and	provides	instant	assistance.	A	previous	workshop	and	a	previous	research	study	
suggested	that	emotion	detection	engages	implicit	cooperation	between	human	and	automated	systems	[4,17].	Finally,	experts	
discussed	different	categories	of	user	data	that	the	in-vehicle	system	can	evaluate	to	detect	emotions,	such	as	physiological	or	
physical	data;	however,	respecting	user	privacy	and	understanding	user	preferences	will	be	important	in	this	implication.	

4.2 Empathizing with the driver’s emotions 
The	experts	frequently	introduced	the	importance	of	expressing	empathy	for	the	driver’s	emotions	in	the	intervention.	Responding	
to	affective	events	with	empathy	in	the	empathic	in-vehicle	system	can	manage	the	driver’s	emotional	responses	and	engages	in	
safe	driving.	Certain	in-vehicle	display	technologies,	like	the	colorful	ambient	light	participants	used	in	their	intervention	methods,	



	 	

	

could	calm	the	driver’s	emotions	and	improve	driving	performance	[8].	According	to	Anyasodo	and	Burnett’s	findings	[1],	
recognizing	the	driver’s	emotional	state	and	returning	empathic	responses	are	critical	to	enhancing	in-vehicle	user	experiences.	
Moreover,	participants	identified	more	personalized	options	to	demonstrate	compassion	for	the	driver’s	emotions	from	the	in-
vehicle	environment,	such	as	temperature	and	scents	[2,11,13].	

4.3 Understanding the sources of emotions and providing adaptive solutions 
In	both	groups’	intervention	methods,	diagnosing	the	source	of	the	emotions	and	demonstrating	situation	awareness	was	
instrumental	to	intervening	in	the	driver’s	emotions	in	automated	vehicles.	Emotion	research	has	shown	that	mere	awareness	of	an	
individual's	emotion	or	the	source	of	the	emotion	can	even	mitigate	the	emotional	effects	[19].	The	experts	mentioned	that	
supporting	drivers	by	addressing	concerns	due	to	traffic	situations	or	delaying	future	events	might	reduce	stress	and	enhance	
driving	performance.	This	requires	a	high	level	of	situation	awareness,	which	reflects	on	the	vehicle’s	capabilities	of	understanding	
the	driving	situation,	determining	appropriate	decisions,	and	communicating	its	next	steps	to	the	driver.	In	addition,	the	empathic	
in-vehicle	system	should	deliver	driving-related	information	with	confidence	and	determine	whether	the	driver	has	any	further	
instructions,	such	as	turning	the	music	down	to	be	focused	on	the	road	or	turning	on	their	favorite	music	[5,6].	With	
comprehensive	communication	with	the	vehicle,	the	emotional	impact	of	unexpected	vehicle	movements	would	be	mitigated.	

5 Conclusion  
The	workshop	in	the	present	paper	engaged	discussions	in	the	intervention	methods	in	empathic	in-vehicle	interfaces.	Automotive	
user	interface	experts	brainstormed	empathic	interface	designs	from	no	driving	automation	to	partially	automated	vehicles	and	
created	prototypes	of	empathic	displays	that	can	intervene	with	drivers’	emotions	in	different	use	cases.	With	the	workshop’s	
outcomes,	we	provided	several	expert-supported	discussion	points	that	may	contribute	to	the	direction	of	future	empathic	in-
vehicle	interface	design	and	research	topics.	
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