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Abstract 

Local governments around the world are spending millions to monitor, analyse and visualise air 

pollution using smart technologies; however, data and visualisations can only be effective if 

equally strong actions are taken to improve air quality. This thesis critically analyses the often 

reductionist technological approaches to, and narratives of, smart cities which are aimed at 

addressing air pollution and mitigating the effects of climate change, with a focus on two main 

areas. First, it offers evidence-based practical alternatives to these approaches and suggests how 

future work in this field might expand this narrow design space. Second, it examines and applies 

in practice a number of social psychology and behaviour change insights, to understand the most 

appropriate ways of helping people transition to zero- and low-pollution lifestyles through the 

design of new technology enablers and through collective action. 

  

Mitigation-focused actions will not be enough to address the complexity and severity of the air 

pollution challenge alone. This enquiry focuses on using design research practices to develop a 

set of technology experiments or enablers that could shift the focus from pollution monitoring 

(measuring pollution that has already been produced) to pollution prevention (pre-empting 

pollution before it is produced). Current sensing and data visualisation projects in the fields of 

design for behaviour change, human-computer interaction (HCI) and persuasive technologies 

often either focus on 1) the behaviour while it is being performed or 2) reporting about the 

behaviour that has already been performed. The prevention-focused technology design 

experiments in this PhD set out to understand the moment or space right before a behaviour 

occurs. Through this enquiry, it is argued that a technology enabler can be designed to address 

this moment or space and intervene to gain time for and enable a deliberate pause between 

people’s ‘auto-pilot’ behaviours and more effortful considerations of their day-to-day activities; 

their usual behaviour can be disrupted and shifted to a new behaviour. But this shift is only 

possible if 1) the right advice is designed and delivered at 2) the right time with 3) the right 

frequency, and in 4) the right place and context. Moreover, while it is difficult to identify and 

address all the reasons for the discrepancy between people’s values and intentions and their 

actual behaviours or actions, this thesis also argues that technology enablers could help in efforts 

of closing the ‘value-action’ gap and deliver feedback to a space where it was previously missing. 

  

In alignment with these findings, and because of their widespread use in people’s homes, this 

thesis tests current home artificial intelligence (AI) assistants and applies them to deliver a set of 
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behavioural and psychological insights in practice. The four design experiments described in this 

thesis offer new socially and environmentally minded adaptations to these assistants. They shed 

light on potentially more meaningful types of interactions with these technologies, demonstrating 

how they could engender a more proactive role for citizens in enabling positive social and 

environmental change. 

  

In the first two experiments, a new skill is applied to an existing AI assistant technology. In the 

second, the author takes on the role of an AI assistant, to better understand her participants’ 

view on air pollution, the climate crisis and sustainability in general: what they value and 

prioritise in their daily lives, social practices and behaviours, and what activities they might be 

willing to change. In the third experiment, a new design method and custom-built, digital 

assistant or social companion known as Climate Pal (CP) is developed with a group of 

participants. This demonstrates the potential role of home assistant technologies to increase the 

degree of participation in pre-empting pollution in cities and help people articulate their own 

agency in complex environmental matters. The final experiment offers a new alternative to 

further increasing people’s agency by connecting them through a network of home assistant 

devices to a group of like-minded people, so they could enable and take collective social and 

environmental action together. This new approach tests whether the social aspect of the 

intervention makes participants’ engagement and the changes in their behaviour more durable 

than if the intervention were to be focused solely on individual action. The outcomes point to 

the need for new technology designs that account for and support participants’ core values and 

desire for social connection and belongingness, for being challenged by, and learning from, 

others; for doing good for other people; working towards a shared goal; and becoming part of 

something greater than themselves. 

  

This PhD sets out to design technologies that increase people’s agency in taking meaningful 

social and environmental action, individually as well as collectively. The aim of this is to 

overcome the perception that small changes by individuals are somewhat futile when it comes to 

the inaction of a whole world of other people. The four design research experiments result in a 

new set of technology design principles for others to use. By moving beyond passive observation 

of pollution and energy use through air quality sensing technologies, clean air route-finder apps 

and smart metres, this set of design principles aims to enhance people’s agency and establishes a 

new, prevention-focused technology design approach that can help reduce polluting and energy-

intensive behaviours before they even happen. The work has value for those designing for 
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agency and behaviour change, as well as governments and local authorities interested in 

improving pollution, and for designers involved in developing emerging AI technologies and 

improving human-computer interaction. 
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Motivation 

Borrowing insights from a variety of disciplines, my projects explore the effects of human 

activity on the environment and attempt to address the complex social, political and economic 

factors that engender and reinforce pollution-producing practices and behaviours in cities.  

 

With a background in strategic design, behavioural science and environmental health, I have 

more than a decade of experience delivering projects in the public, private, and third sectors. I 

have designed, led and managed a variety of projects in North America, Asia and Europe - 

working in organisations ranging from small start-ups and individual communities to large 

corporations and city governments.  

 

In my work, I use air pollution and climate change as ‘trojan horses’ to observe and better 

understand different barriers to individual and systems change. Improving air quality, for 

example, will require an understanding of how air pollution is currently produced and how it’s 

made ‘invisible’ or more salient through current political, economic and technological narratives 

and opposing interests. 

 

From 2007 to 2014, I worked as an installation and technology designer with a focus on 

environmental and political issues – applying participatory and speculative design methods. 

Much of this work was intended to generate community engagement and grassroots action about 

invisible environmental pollution and low carbon social innovation. After seven years, however, 

I started to doubt the effectiveness of this approach. Whilst my temporary installations, 

speculative design pieces and art interventions did generate interest, they failed to achieve the 

sustained civic and political engagement and action that I knew would be necessary to address 

complex, long-term problems, such as air pollution and climate change.  
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Figure 1. AgBag Installation: “Farmacy uses an existing medical model—a clinical trial—to directly involve people in re-imagining the 
health of their urban environment. It is a public experiment, a tool to test and develop scalable urban agriculture. At each of the different 
clinical trial sites, in which AgBag’s1 are installed, the growth responses of plants are monitored, and air quality improvements are 
evaluated.” Photo © Natalie Jeremijenko 

 

I worked with various artists, design practitioners and community groups that aimed to raise 

awareness about pollution by making the invisible visible. People like artist and designer Natalie 

Jeremijenko, who built a mussel-choir (Jeremijenko, 2012) to address the qualities of water and 

its invisible pollutants through performing and singing.  

 

 
1Curating Cities (2011): “Agbags are growing platforms created out of Tyvek—a high tensile spun olefin material—
and filled with soil, growing nutrients and a range of edibles. Agbags can be suspended over existing architectural 
features—railings, double-hung windows, parapets—as they are counterbalanced, which allows for easy instalment 
into urban spaces such as balconies.” Available at: http://eco-publicart.org/xclinic-farmacy/ 
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Figure 2: Natalie Jeremijenko’s Mussel Choir – An art installation that uses marine organisms to collect data about and represent real-
time water quality.2 Photo © Natalie Jeremijenko 

 

And artist Fran Gallardo, who cooked and tested jam from blackberries (Arts Catalyst, 2014) 

grown from the once-contaminated soil of Leigh-on-Sea. I also exhibited my work alongside the 

artist’s book project by Helen Evans and Heiko Hansen, which took the form of an anthology 

focused on the perception of man-made clouds in past and contemporary culture (Pollinaria, 

2009). Inspired by this work, I looked for others working in this space. I found artist and 

professor John Sabraw, who used toxic runoff found in the Ohio River region to produce his 

own DIY pigments (Gambino, 2013). I also learned about Japanese communities that were 

experimenting with seed planting to ‘visualise’ the invisible, local radiation-levels coming from 

the Fukushima nuclear power plant (Gill, 2015). Based on this body of work, I came to believe 

that by “making the invisible visible” artists and designers could encourage sustained civic and 

political action - and this belief formed the hypothesis of my initial PhD research proposal. 

Through my research, however, I have since learned that making an issue more visible is often 

 
2“Melbourne Mussel Choir, Carbon Arts: “One mussel can filter as much as 6-9 litres of water/ hour. By 
instrumenting mussels with hall effect sensors, which indicate the opening and closing of their shells, and by giving 
them each a voice, converting the data into sound, the artwork uses the behavior of the organisms themselves as a 
biologically meaningful measure of pollutant exposure in order to produce a public spectacle.” Available at: 
http://www.carbonarts.org/projects/melbourne-mussel-choir/ 
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not enough to effect change (see Chapter 2 for a detailed discussion). 

 

Analysing the projects above and others like them, I found only a few cases that achieved 

sustained public and political engagement and had a meaningful impact on pollution. Most of 

these projects never went beyond the exhibition or gallery space.  

 

Even when pollution is visible and those affected are aware of its harmful effects, enacting 

change is often very difficult. I experienced this first-hand while working with communities that 

were being directly affected by pollution. Though they could ‘see’ the pollution around them and 

were eager to do something about it, they had limited power and agency to do so. Paradoxically, 

my work to highlight pollution and its effects mostly just increased the anxiety or disillusionment 

of those affected. 

 

 
Figure 3. Hulla Hoop: Long Island City residents help us revitalise the park and improve soil quality by using hula hoops that double 
as wildflower seed distributors. Photo © Natalie Jeremijenko 

 

Searching for another approach, I sought out experts who might better understand systems 

change and the ways in which these communities could be supported to actually improve their 

health. I gained invaluable insights from personal conversations with experts including Professor 

Frank Kelly (the Director of the Environmental Research Group at King’s College); Kevin 

Anderson (the Deputy Director of the Tyndall Centre for Climate Change Research); and Sir 

David King (the Former Special Representative for Climate Change to the UK Government).  
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At the beginning of my PhD studies, I was looking for a way to learn more about systems 

change and work with city leaders and local authorities to better understand approaches to 

reducing pollution and mitigating climate change at a city scale. In 2015, I came across the Future 

Cities Catapult - a UK government funded centre for the advancement of urban innovation. And 

later that year I was hired by the Catapult as a part-time design researcher, to explore a broad 

range of urban issues, including smart city technologies, sustainable mobility, energy systems, and 

air quality. Based on my prior research and knowledge, I became the Catapult’s in-house advisor 

on air pollution and low-carbon lifestyles, a position I held for more than three years. In 2018, I 

joined the Design Council as a Lead Advisor of the Architecture and Built Environment (aka 

CABE) team, which has a remit to understand and support the value of design in the built 

environment. 

 

Urban liveability for me is about fairness and equal opportunities measured by the wellbeing of 

those who are the most vulnerable. I believe technologies could provide alternative discourses 

and practices, instead of simply reproducing already existing structures, practices and norms in 

society. However, current technological narratives often support and reproduce current ways of 

living and thinking.  

 

I arrived at this practice-led PhD in 2014 as someone who tries to promote change as an 

environmental activist. But I have since been approaching it as someone who also tries to make a 

difference as a designer. 

 

I started this PhD to challenge assumptions that have long been dominant in smart technology 

design aimed at monitoring and improving air quality and to apply design research to behaviour 

change to reduce pollution in cities. 

 

While I was trying to understand where to start this process, I was reminded of a conversation 

with my late supervisor, Ranulph Glanville. Over the course of the PhD there were a number of 

changes to the title, the first title started out something like this: ‘I’ve got the power!’ - How can 

we use our creative power and technological opportunities to address the complex social and 

environmental challenges we face in the C21st? 
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Ranulph encouraged me to challenge the title. “Who is the ‘we’?” he asked. Through this 

practice-led PhD and my day-to-day work, I have spent the last four years trying to figure it out. 

I now have a better understanding of who the ‘we’ is, and I hope some of my findings will be 

valuable to those who are interested in similar questions. 
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Chapter 1. Arriving at this topic 

With more people living in cities than ever before, urban air quality has become a serious 

concern. Pollution is especially damaging to the health of children. Exposure to vehicular air 

pollution during pregnancy, infancy or childhood has been associated with delays in cognitive 

development (Woodward et al., 2015; Sunyer et al., 2015; Pujol et al., 2016). Numerous studies 

(Gauderman et al., 2004; Eminton, 2012; Marino et al., 2015) suggest that air pollution has 

adverse effects on lung function and development. While shortening life-expectancies, this 

exposure makes people more likely to suffer from increased rates of respiratory illnesses, COPD, 

strokes, ischaemic heart disease and lung cancer (LSHTM, 2018).  

 

Socioeconomic status regarding invisible environmental pollutants – with their complex socio-

spatial patterns – also play a significant role in people’s health. As Tonkiss (2015) explains “one 

of the crudest inequities in contemporary cities is between those whose lifestyles produce 

environmental harms and those whose livelihoods and living situations make them most 

vulnerable to these harms.”  

 

While being harmful to human health, pollution not only reduces quality of life but also 

productivity. In 2013 the World Bank (The World Bank, 2016) reported that premature deaths 

due to air pollution “cost the global economy about $225 billion in lost labour income” and “the 

aggregate cost of premature deaths was more than US$5 trillion worldwide.”  

 

Given this worrying information, what can be done? 

1.1 Ways of addressing air pollution in cities 

Achieving a transition to low-pollution3 cities will require both top-down and bottom-up actions.  

 
3In this thesis specifically, I am referring to low-carbon lifestyles which enable the reduction of carbon emissions 
and other greenhouse gases (e.g. ozone, methane, nitrous oxide) and low-pollution lifestyles those that also enable 
the reduction of air pollutants (e.g. particulate matter – PM10, PM2.5 and PM0.1, ozone, nitrogen dioxide, carbon 
monoxide, sulphur dioxide). There is an important difference between the two; however, the two are also 
interrelated, as some air pollutants are also greenhouse gases. When carbon dioxide concentration in the atmosphere 
exceeds a healthy limit, carbon dioxide become polluting. Within this thesis, ‘low-pollution’ will refer to the 
reduction of both air pollutants and greenhouse gases. As Swedish climate activist, Greta Thunberg argues in her 
speech at the World Economic Forum in Davos, Switzerland, “we don’t need net zero, we need real zero” and that 
a low-carbon transition and economy will not be enough to address the current crisis, this thesis will not discuss real 
zero and zero carbon (where no carbon is produced in the first place) and carbon negative economies in detail, even 
if these are the most important goals that need to be achieved in any given sector, discipline and behaviour. Many of 
the actions, behaviours and policies, however, that are studied in this PhD align with and cover these terms. In this 
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According to the latest estimates of the European Commission (Scruggs, 2018) “84 percent of 

the world's population, or almost 6.4 billion people [already] live in urban areas”, and therefore 

the most significant portion of the human activities that lead to local air pollution and global 

climate change are concentrated in cities. This is also the reason why this thesis mainly focuses 

on cities, instead of rural areas. Cities have been deliberately chosen, as that is where the biggest 

number of people exposed to and impacted by pollution. 

 

Outdoor air pollution in cities is mainly produced by the burning of fossil fuels for power 

generation, heating and transportation. In parallel to urban air pollution, Bulkeley et al. (2011, 

Preface) explain that “current societies [also] face unprecedented risks and challenges connected 

to climate change”. They argue that “addressing [these challenges] will require fundamental 

transformations in the infrastructures that sustain everyday life, such as those relating to energy, 

water, waste and mobility” (ibid.). The authors emphasise that transitioning to a “low carbon 

future” can only be achieved by a large-scale reconfiguration of the way “societies produce and 

use energy” (ibid.). They go on to describe that economic and social activities that are the 

sources of greenhouse gas emissions are [mostly] concentrated in urban areas, cities will be 

crucial in enabling this transition (ibid.).  

 

As Betsill (2001, p.394) notes, “municipal governments [also] have considerable authority over 

land-use planning and waste management and can play an important role in transportation issues 

and energy consumption, all of which have implications for greenhouse gas (GHG) emissions”. 

She explains that for cities moving “from political rhetoric to policy action” is challenging 

because of different institutional barriers (ibid., p.399). She goes on to describe that the way city 

governments are set up there is often “no institutional home for climate change policy making” 

and cities often lack the administrative capacity or technical knowledge to “develop local policies 

and programmes” for controlling, monitoring and analysing local GHG emissions (ibid.). The 

efforts towards transition are frequently inhibited by a lack of capacity and by political tensions 

over the continuation of urban development and economic growth.  

 

Moloney and Horne (2015, pp.2438-2439) argue that a large-scale transition will need “a 

coordinated and integrated approach to policy and governance” and “an alignment of goals 

 
thesis, I decided to use the word ‘low’ to be able to include and foster even the smallest changes to reduce air 
pollution and address the climate crisis. 
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across land-use, transport and energy infrastructure planning, and in the design and retrofit of 

buildings and precincts”. Instead of solely relying on unconnected, local actions, they further 

argue that a more coordinated set of actions and policy responses across a range of governing 

scales will be essential for systems change (ibid., p.2438). 

 

Similarly to Moloney and Horne, Hodson et al. (2013, p.1404) suggest that what is:  

 

“required is a fundamental transformation of socio-technical infrastructure systems—

including ‘new’ forms of energy technology, but also new regulatory frameworks, patterns of 

consumption, governance frameworks, spatial organisation and so on...”  

 

To understand these urban transitions, the authors argue that it is crucial to examine the range of 

social interests involved in energy systems (by policy-makers, utilities, regulators, consumers, 

entrepreneurs, etc.) with the range of expectations and motivations of different “state and non-

state actors” (ibid., p.1404); and the politics of whose preferences and interests are more 

powerful and what the consequences are of those for “urban transitions” (Hodson and Marvin, 

2012, p.422).  

 

Building on the idea that the change that will be necessary to deliver on key emission targets 

can’t be accomplished by “technical fixes or low-level changes in behaviour” alone (Hodson et 

al., 2013, p.1404) – this enquiry explores not only the current technological but also the political 

and social responses to air pollution and climate change (Bulkeley et al., 2011, Abstract). In 

particular it focuses on air pollution sensing – and how design research could be applied to re-

imagine the monitoring process itself and to behaviour change in reducing pollution in cities. 

 

In a smart city many ‘technical fixes’ are offered to address air pollution. Equipping cities with 

measuring instruments (Air Monitors, 2018; EU Science Hub, 2017; CityLab, 2018) has become 

a popular way for local governments and community groups to understand and measure 

environmental health risks, such as noise, heat and air pollution. In cities around the world – and 

particularly in the UK (Air Monitors, 2018; DEFRA, 2018); Europe (EU Science Hub, 2017); 

India (Joshi, 2016) and the United States (Plautz, 2018), to name but a few – air quality sensor 

networks have been deployed on the basis that better, more granular data will help inform 

policy-making and legislation aimed at improving air pollution. 
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In parallel to government and intergovernmental initiatives (London Air, 2018; EU Science Hub, 

2017; DEFRA, 2018), the citizen-sensing movement (CitiSense, 2012; Citizen Sense, 2013; 

iScape, 2017; Making Sense, 2017) and private sensor-vendors specialising in smart cities (Smart 

Citizen, 2018; Purple Air, 2016; CleanSpace, 2018; Aclima, 2018; Kanowitz, 2016) have been 

developing sensing applications of their own. While the latter are mostly commercially driven, 

the former aim to democratise the collection of environmental data and thereby engage citizens 

in environmental health issues directly. As Gabrys (2015) describes it: 

 

“citizen sensing projects intend to democratise the collection and use of environmental data, 

and in the process enable public engagement with environmental issues, such as air 

pollution”.  

1.2 Equipping the city with measuring instruments 

There are numerous smart cities and Internet of Things (IoT) projects underway in cities around 

the world, involving huge sums of capital and resources. According to a 2016 Tech Pro Research 

report “the smart city industry is projected to be a $400 billion market by 2020, with 600 cities 

worldwide” (Tech Pro Research, 2016). 

 

As Maddox (2018) explains, “smart cities practitioners advocate the digital transformation of our 

cities to improve environmental, financial, and social aspects of urban life” and she defines a 

smart city development as “the use of smart initiatives combined to leverage technology 

investments across an entire city”. Much of this definition is based on the idea of increasing 

control through better intelligence.  

 



 
23 

 

 
Figure 4. “Smart cities are the catchphrase as Prime Minister Narendra Modi's government lays the groundwork for his ambitious 
program aimed at setting up 100 such urban settlements nationwide.”4 Photo @ Daily Mail 
 

As Fantini van Ditmar (2016, p.21) explains about the Internet of Things:  

 

“The IoT can be defined as a system in which everyday objects are digitally identifiable and 

programmable, and connected to the Internet. These connected objects are able to send (and 

often, but not always, receive) data, connect to other devices, and respond to the algorithms 

that govern them, often acting without human intervention.” 

 

According to the global consultancy BCG (2017) by 2020 spending on Internet of Things (IoT) 

technologies will reach $250 billion. 

 

 

 
4Vikram, K. (2014). Modi's vision of 'smart cities' takes shape as government commits to delivering first three hubs 
by 2019. Daily Mail. Available at: https://www.dailymail.co.uk/indiahome/indianews/article-2738057/Modis-
vision-smart-cities-takes-shape-government-zeroes-scores-sites-country.html 
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Figure 5. A screenshot of GSMA’s market research from 2018  

 

Specifically looking at air quality and sensing technologies, Global System for Mobile 

Communications (GSMA, 2018, p.4) notes that there are “significant commercial opportunities” 

in the air quality monitoring and control market and forecasts that the “global air quality 

monitoring and control market [will be] worth around $20BN in 2021”. While KTN (2017) 

suggests that:  

 

“sensing devices for air quality monitoring [specifically] were worth $3.4b globally in 2015, 

and will continue to grow at a rapid rate, and expected to reach $5.64bn by 2021.” 
 

There has also been significant funding available in the European Union (European 

Commission, 2018) to better understand and improve air quality, with projects such as: Making 

Sense, Citizen Sense, OrganiCity, CLAIRCity, iScape and ICARUS, to name but a few.  
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Figure 6. A screenshot of the website of Making Sense: “A new approach to citizen science: Co-creating technology for change with 
concerned communities.”5 

 

Given the enormous outlay for air quality sensors, it seems crucial to better understand the ways 

in which these sensing technologies are designed, the value of sensing and the steps that need to 

be taken from monitoring air pollution to improving air quality. 

1.3 Understanding the value of sensing 

Sensing is a critical step towards improving pollution or assessing environmental risk. To put it 

simply, before local authorities and governments can make a plan to take action about air or 

other environmental pollution, they first need to know whether they have a problem in the first 

place. With a better picture of the levels and sources of pollution, they can then calculate and 

balance the cost of health impacts with the cost of interventions that could improve the issue. 

Most importantly, all of these actions need to be backed up by accurate data. 

 

Carbon dioxide sensing, for example, has provided critical evidence about global warming. At 

the Big Island, Hawaii, Mauna Loa Observatory (MLO) is a “premier atmospheric research 

facility that has been continuously monitoring and collecting data related to atmospheric change” 

 
5Making Sense’s website. Available at: http://making-sense.eu/about/ 
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(ESRL, 2018). The data collected here since the late 1950’s has been instrumental in recording 

growing carbon dioxide levels and global warming.  

The Environment Agency’s monthly water situation report (Environment Agency, 2018) for 

England – with current status and future forecast of water availability – is another example of the 

value of environmental sensors. An example of collaboration between the Environmental 

Agency, Met Office, Centre for Ecology and Hydrology and the British Geological Survey 

demonstrates how models for future forecasting and sensors measuring water (including rainfall, 

river level, river flow, groundwater levels, reservoir levels) can be used to help monitor and 

report water availability in the UK, which is particularly important during periods of flooding or 

droughts (GaugeMap, 2018; River and sea levels in England, 2018; BGS Groundwater levels, 

2018; National River Flow Archive, 2015).  

 

Sensing can also provide evidence for communities affected by pollution to challenge the 

authority of governments and industries that produce false or misleading information. There are 

numerous examples of sensing being used in support of community-led initiatives to enable 

change, not only on air quality monitoring but on sustained engagement with air and other 

environmental pollutants. Following the Fukushima Daiichi nuclear disaster in March 2011, 

Pachube (now Xively) enabled widespread public discussion through the crowdsourcing of real-

time radiation data (Haque, 2012). Residents in Cuddalore District of the south Indian state of 

Tamil Nadu, are forming “Bucket Brigades” to measure their community’s air quality and fight 

for healthier environments against the impacts of the State Industries Promotion Corporation of 

Tamilnadu Ltd (SIPCOT). SIPCOT was established in 1971 to develop industrial growth in 

Tamilnadu (SIPCOT, 2018). A new partnership has helped people in six villages get to the root 

of their severe health problems. As Kushik and Dunn (2004) notes:  

 

“villagers have teamed up with the Other Media, consumer group FEDCOT and Global 

Community Monitor (GCM) to begin gathering evidence and building a case to force 

companies to comply with pollution laws.”  

 

Communities in India and across the U.S. use the Bucket to collect and test air samples and use 

the data to advocate for stricter environmental regulations (Grassroots Change, 2014). 

 

A series of interviews were conducted during this research with Professor Frank Kelly, the 

Director of Environmental Research Group (see summary of our conversations in Appendix 1). 
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ERG has been testing various air quality sensors for several years. During my visits to ERG 

Professor Frank Kelly explained how important is for cities to have accurate data and high-

quality equipment – which they either own or rent – to understand their particular pollution 

challenges and required actions. When investing in high quality monitoring stations is too costly, 

local authorities can hire mobile equipment that can be moved around to collect data in a 

number of locations. This is a practical and economic alternative to purchasing high-value fixed 

equipment or costly and hard-to-maintain low quality sensor-networks. 

 

He also explained how current low-quality sensor networks do not provide data that is accurate 

enough for developing further policy actions – though they can be a useful way to raise 

awareness amongst the general public. 

 

In summary, air quality data and other environmental data can allow cities and citizens to 

evaluate the efficacy of their interventions and help regulators enforce current legislation, but 

this thesis also argues that sensing, awareness raising, and citizen engagement alone are not 

enough when it comes to addressing the complexity of and sources of pollution.  

 

Before investing in and deploying sensor networks, cities, technology vendors, designers and 

activists should be aware of how costly and time-consuming it can be to maintain these networks 

– such as data analytics, calibration, and battery life.  

 

Though high-and low-cost sensors can be both useful for raising awareness about air pollution 

and make more informed decisions, it’s important to emphasise and understand the steps needed 

to move from ‘monitoring air pollution’ to actually ‘improving air quality’ (Galik, 2017). Ideally, 

data would be produced in the service of a hypothesis or decision and not just for the sake of 

data spectatorship. If data is being produced in order to decide between two courses of action, 

then evaluation can be undertaken to decide which action was more impactful.  

1.4 Understanding the assumptions embedded in air quality sensing 

technologies 

From a few of the hundreds of applications currently available on the market, a variety of air 

sensing infrastructures, their specific uses and applications have been studied during this research 

(CleanSpace, 2018; Smart Citizen, 2018; Air Quality Egg, 2018; AirSensa, 2018). This was 
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followed by a thorough investigation looking at the different marketing narratives of a variety of 

technology vendors and EU funded projects supporting the monitoring and visualisation of air 

pollution (e.g. CLAir-City, Making Sense and iScape). 

 

 
Figure 7. A Google snapshot of different air quality sensing applications available on the market in 2019  

 

By combining the development of sensing technologies and community engagement, all too 

often these interventions simply confirm the fact that the air is polluted – while citizens and local 

authorities become increasingly disillusioned by the fact that their air remained just as polluted as 

ever.  

 

The frustration caused by the size of financial investments – where sensing devices for air quality 

monitoring are expected to reach $5.64bn by 2021 (GSMA, 2018; KTN, 2017) – and the lack of 

evidence and action on improving air quality in return inspired this thesis. 
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Figure 8. A Google snapshot of Air Quality Egg: “An open-source hardware Internet of Things platform and hobbyist device for 
crowdsourced citizen monitoring of airborne pollutants” (Air Quality Egg, 2019)  

 

While often ignoring the already well-established evidence of how to actually improve air quality 

(Fuller, 2019; Galik, 2018a; Galik, 2018b; Lurmann, 2015; China Daily, 2014; Copenhagenize, 

2008), a frequent argument in smart cities is that we still need more evidence and even more 

granular data to be able to manage pollution. It seems as though after we’ve measured pollution, 

we keep forgetting to manage it through stringent environmental regulation.  

 

Even if with the best intentions, there is often a knowledge gap between what these technologies 

promise and what they deliver. Air Sensa and Smart Citizen are amongst dozens of those 

examples (CleanSpace, 2018; Smart Citizen, 2018; Air Quality Egg, 2018; AirSensa, 2018) that 

claim to improve people’s lives through their technology or allude to the frequent narrative that 

information provided to the public will address and/or lead to improvement in air quality.  

 

Looking through their projects, news feeds and websites, it is often hard to find evidence that 

supports their claims in regard to improved air quality. They do not necessary detail either or 

help people better understand the steps needed from monitoring air pollution to improving air 

quality.  

 

Air Sensa (2019), for example, describes the following on their website: 
 



 
30 

 

 
Figure 9.  A screenshot of Air Sensa’s ‘About’ page of their website 
 

On their ‘About’ page, they also note: 

 

“AirSensa was created as a commercial organisation in 2018 to focus on a simple mission – to 

create accurate hyper-local air pollution data, and therefore to address the enormous health 

and economic impacts of poor air quality, in every city in the world.” 

 

While Smart Citizen (2019) explains: 

 

“The project uses open source technologies such as Arduino to enable ordinary citizens to 

gather information on their environment and make it available to the public on the Smart 

Citizen platform.” 

 
Building on frequent narratives, sensing applications seem to share the following argument and 

research interest: 

 

1. To better understand the causes and effects of air pollution (GSMA, 2018, p.3.; Khan, 

2019; AirSensa, 2018) and enable cultural and political change, more evidence is needed;  

 

2. To provide that evidence, more sensors and more accurate data are needed (GSMA, 

2018, p.3)6; 

 

3. To achieve sustained civic and political action, pollution needs to become more visible. 

We need to “make the invisible visible” (Invisible Dust, 2019). 

 
6“[It is] difficult for citizens to understand the levels of pollution they experience in their daily lives, as the 
monitoring data is not available in real time and is very sparse.” (GSMA, 2018) 
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To further develop the argument of this thesis, it’s crucial to study and better understand these 

narratives, and especially the underlying assumptions and claims that are currently nested in 

them. Instead of merely increasing the quantity of sensing networks and the granularity of air 

pollution, promoting, supporting and implementing the decisions that need to be made to 

improve air quality would have a more beneficial social, environmental and economic impact in 

the long run.  

 

The analysed sensing applications have challenges to bridge the gap between awareness and 

action. Often, these interventions do not necessarily help people to better understand the 

complexity of the context in which the air pollution data is gathered either. Many also simplify 

how pollution is produced and understate the effects of different cultural and political contexts. 

Few take into consideration how politics, economic interests and public narratives can determine 

how cities and citizens respond to pollution (Gill, 2015; Kuchinskaya, 2014; Moloney & Horne, 

2015; Hodson et al., 2012; Bulkeley et al., 2011; Ockwell et al., 2009).  

1.4.1 If only we had more evidence... 

A frequent argument in air quality sensing is that “you can’t manage what you don’t measure” 

(AirSensa, 2019; BuggyAir, 2018; University of Cambridge, 2015). That to better understand the 

causes and effects of air pollution (GSMA, 2018, p.3.; Khan, 2019; AirSensa, 2018) and enable 

cultural and political change, more evidence is needed. Contrary to this argument, there are a 

number of cities and urban areas – such as Copenhagen, Lanzhou City and Southern California – 

that have already been able to reduce air pollution and enable positive behaviour changes 

through a combination of citizen engagement, infrastructural and systems change, and 

environmental regulation. 
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Figure 10. A screenshot from a blog on Copenhagenize demonstrating how Copenhagen has made their intersections safer for cycling”7  

 

Copenhagen has been systematically prioritising walking and cycling by introducing wider, safer 

and separated cycle lanes and safer intersections (Copenhagenize, 2008). Vehicles turning right 

and hitting bikes was the most common form of accident for cyclists, so Copenhageners now 

have increased safety around the city. Denmark also introduced stronger environmental 

regulation to reduce pollution from residential wood burning and emissions from shipping. As 

the Danish Ministry of the Environment and Food (2015) explains “international regulations 

require ships in the North Sea and Baltic Sea to run on clean fuels with a low content of 

sulphur”. They further describe that stopping ships from “ignoring the rules and continuing to 

use illicit fuels”, they have intensified their ship pollution control with an ‘artificial nose’ called 

the Sniffer (ibid.). Fitted to the Great Belt Bridge, the nose can detect the type of fuel a ship is 

burning as it sails into the harbour. Since the system was introduced in 2015 the content of 

sulphur in the air over Denmark has decreased by up to 60%. 

 

 
7Copenhagenize (2008): 117 Safer Intersections in Copenhagen. Posted: 19 July 2008. Available at: 
http://www.copenhagenize.com/2008/07/117-safer-intersections-in-copenhagen.html 
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Being the base for heavy chemical industries for years, the capital of northwest China's Gansu 

Province, Lanzhou City was named the most polluted among provincial capital cities in 2009 

(China Daily, 2014). The city had “more than a thousand coal-fired heating boilers, three large 

thermal power plants and about two hundred thousand civil small boilers in the urban area” 

(ibid.). 

 

In two years, the city became the exemplar of pollution control. All the heating boilers in the 

city were replaced with natural gas-fired heating systems, while the power plants were given 

emission limitations, and residents were ordered to use alternatives to burning coal. The city 

further reduced coal-generated and industrial emissions and introduced automobile exhaust 

control to reduce pollution (ibid.). 

 

Lanzhou also suspended two hundred highly polluting companies in winter, closed thirteen 

polluting companies with excessive capacity and moved seventy-eight industrial enterprises to 

an industrial park outside the city (ibid.). 

 

Lurmann et al. (2015) argues that “for many cities facing the challenge of reducing air pollution 

to meet health-based standards, the emission control policies and pollution reduction 

programmes adopted in southern California should also serve as an example of the potential 

success of aggressive, comprehensive, and integrated approaches”.  

 

After establishing the evidence for both the short- and long-term effects of pollutants on 

children's health, regulatory policies introduced between 1994 and 2011 across several 

communities in southern California decreased average NO2 by 28% to 53% and PM2.5 by 13% 

to 54% (Lurmann et al. 2015, pp.324-35).  

 

Lurmann et al. (2015, p.324) further explain how “policies targeting on-road mobile emissions 

were the single most important element for observed improvements in the Los Angeles region”. 

As a result of a holistic approach implemented to bring about emission reductions “across all 

major pollutants and emissions categories” (ibid.), Southern California has been successfully 

improving air quality since 1992. 

 

Professor William Gauderman – from the Keck School of Medicine at the University of 

Southern California – visited the UK in 2017 to present the ways in which Southern California 
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improved air quality between 1992 and 2014. He was kind enough to share his key findings to 

support this research and explained some of the major regulatory policies that contributed to 

Southern California’s successful pollution reduction programme. These are summarised in the 

slides and tables below. 

 

 
Figure 11. Los Angeles air quality issues in 1948. Slides © Professor William Gauderman 
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Figure 12. Well-established evidence on the impacts of air pollution on human health. Slides © Professor William Gauderman 

 
Figure 13. A screenshot from the article of Lurmann et al. on ‘Major regulatory policies affecting pollution and emission trends in 
California’, 1985-2012, (Lurmann et al., 2015, p.332) 

 

In the very same week that Professor Gauderman shared his insights on how they successfully 

improved air quality, a keynote speaker of another air quality conference at the Danish Embassy 

in London made the following remarks (recorded in personal conference notes):  

 

"I think it’s hard to come up with big successful policies [to improve air quality] that work 

because the evidence base here is very thin. I suspect that this scarcity is due to two factors: 

first, a lack of big interventions to tackle the problem, and second, the difficulties of 

objectively assessing intervention outcomes." 
 

Despite all the evidence mentioned above – the argument that we don’t know enough about air 

pollution to improve it remains a key driver to deploy more sensors and gather more data, even 

in places where there is plenty of evidence available. It frequently comes up as a discussion topic 

at smart cities conferences, in articles (Ach, 2018; Nichols, 2018) and as a rationale for public 

projects and investment (Khan, 2019). 
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Figure 14. A screenshot from the video published in Sadiq Khan’s tweet on 19 January 2019: “Children at more than 440 schools in 
London breathe air that exceeds safe legal pollution levels. We launched the world’s most advanced network of air quality monitors to 
investigate and improve London’s toxic air.”8  

 

1.4.2 If only we had more sensors and accurate data… 

The second, frequent argument of air quality sensing applications is that to provide evidence 

more sensors and more accurate data will need to be deployed and gathered (GSMA, 2018, p.3)9. 

While sensing is crucial (please see Chapter 1. Section 1.3), it is also important to emphasise that 

sensing technologies are just as vulnerable to political and economic power dynamics as any 

prior technologies. 

 

Like photographic cameras before them, smart sensing technologies are perceived as the ideal of 

scientific representation - a phenomenon which Daston and Galison (1992) referred to as 

“mechanical objectivity”. These tools raise the same question that Reiss and Sprenger (2016, p.1) 

 
8Tweet of Sadiq Khan (2019): Available at: https://twitter.com/MayorofLondon/status/1086584474215899136 
9“[It is] difficult for citizens to understand the levels of pollution they experience in their daily lives, as the 
monitoring data is not available in real time and is very sparse.” (GSMA, 2018) 
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describe as ‘scientific objectivity’, in which “the claims, methods and results of science” and the 

numbers they show “are not, and should not be influenced by any particular perspectives, value 

commitments, community bias or personal interests”. As with any data source, however, 

measuring devices can also be political (Gill, 2015; Kuchinskaya; 2014).  

 

As each of these technologies was designed, they therefore reflect something about their 

designer, and their designer’s particular worldview. The same way as someone decided on the 

definition of pollution and what counts to be a ‘healthy’ level of pollution, Haque (2016) points 

out that:  

 

“Somebody somewhere decided on a definition for optimisation, or a definition of efficiency, 

or a definition of safety, of risk, of certainty.” 

 

Among so many of those who support the ‘big data’ revolution, Anderson (2008) argues: 

 

“This is a world where massive amounts of data and applied mathematics replace every 

other tool that might be brought to bear. Out with every theory of human behaviour, from 

linguistics to sociology. Forget taxonomy, ontology and psychology. Who knows why 

people do what they do? The point is they do it, and we can track and measure it with 

unprecedented fidelity. With enough data, the numbers speak for themselves…” 

 

 
Figure 15. A screenshot of the illustration of Marian Bantjes from the article ‘The end of theory? The Data Deluge Makes the Scientific 
Method Obsolete’ by Chris Anderson. Science, Wired Magazine.10   

 
10Anderson, C. (2008). The end of theory? The Data Deluge Makes the Scientific Method Obsolete. Published: 23 
June 2008. Science, Wired. Available at: https://www.wired.com/2008/06/pb-theory/ 
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Contrary to Anderson’s argument that the numbers speak for themselves, those who design 

sensors and interpret the collected data to the public have great power. As Crawford (2013a) 

refers to this, they are the ones who “give the numbers a voice” and they have a huge impact on 

how people perceive a situation and behave accordingly (Crawford, 2013a; Kuchinskaya, 2015; 

Jing, 2015).  

 

Data collection can be manipulated to satisfy political or economic interests. For example, a local 

authority can get a different air quality reading for a street by moving a sensor a meter higher 

(Greenfield, 2015). The same is true for radiation sensors, for which high ground versus low 

ground, the middle or the edge of a road, all massively influence the readings (Gill, 2015). By 

giving the false impression of ‘truth’ through mechanical objectivity (Daston & Galison, 1992), 

monitoring infrastructure and sensor data can have a pernicious influence (Gill, 2015; Greenfield, 

2015; Kuchinskaya, 2014; Crawford, 2013a & 2013b).  

In other words, for the very reason that pollution is invisible, tools need to be designed to make it 

visible, and whoever builds these tools – and translates that data to the public through different 

narratives – has a huge responsibility and in certain cases should be held accountable for their 

effects. Similarly to radiation, as it is stated in Kuchinskaya’s work about Chernobyl’s impact on 

Belarus, in the way that pollution is represented to the public will determine whether its impacts are 

“observable and publicly visible, or unobservable and therefore publicly nonexistent” (Kuchinskaya, 

2014, p.2) 

 

As Figure 15, for example, demonstrates below, the data which is considered to be a “significant 

concern” in one country, can be described as “good” in another. One can have perfectly 

calibrated sensors that collect accurate data on air pollution and still the results can be 
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“translated” or represented differently – depending on the local political or cultural context. 

 
Figure 16. A screenshot from an article on China Dialogue: air pollution levels that the World Health Organisation considers to be a 
“significant concern” and for which “immediate actions are recommended” are described as “good” in China. 11 

 

Regarding both data accuracy and visibility of pollution, there are numerous examples of 

pollution being falsely represented to manipulate public opinion and behaviour in favour of 

economic or political interests.  The Chinese media, for example, affected public perception by 

misrepresenting pollution as “fog”.  And in 2013, the Chinese state broadcaster CCTV and the 

widely read tabloid the Global Times (published by the Communist Party's official newspaper 

the People's Daily) said that smog could be strategically valuable to the military, as it could 

hinder the use of guided missiles. In the same story, they listed other benefits of smog, including 

helping to unify Chinese people by making them more equal (Rauhala, 2013; Reuters, 2013).  

 
11Andrews, S.Q. (2014). China's air pollution reporting is misleading. China Dialogue. Posted: 27 March 2014. 
Available at: https://www.chinadialogue.net/article/show/single/en/6856-China-s-air-pollution-reporting-is-
misleading 
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Bhushal (2019) explains that a 2018 US report, ‘Hazy Perceptions’ analysed “more than half a 

million social media posts between 2015 to 2018 in India, Sri Lanka, Nepal, Philippines, Papua 

New Guinea, Indonesia, Thailand, Malaysia, Singapore, Mongolia and Pakistan” and concluded 

that social media and news coverage in South and Southeast Asia built “a hazy public perception 

of air pollution”. In other words, people’s perceptions about air pollution do not match the 

evidence on air pollution and its different sources.  

Bhushal further explains (ibid.) that there is a gap between actual sources and commonly 

discussed sources of air pollution in people’s perceptions. Although in these countries’ 

household fuels, power plants and waste burning are the major sources of air pollution, in the 

media outlets vehicular emissions receive the most attention. As a result, the public has a false 

perception of what the real issues are that need to be addressed. 

1.4.3 If only we made the invisible visible… 

Building this argument further, it is often suggested that there is a lack of civic and political 

action and grassroots social movements around imperceptible pollutants for the very reason that 

they are invisible (Invisible Dust, 2019; BreathLife, 2019; iScape, 2019; Making Sense, 2019). In 

their public messaging various organisations also suggest that “awareness is a prelude to 

informed action” (UNESCO, 1997; Invisible Dust, 2019). While these are crucial first steps, 

information and awareness alone are not enough to enable sustained civic and political action.  
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Figure 17. A screenshot of the tweet of Damien Hall on the 13th of April 2018 of Tim Rodaway’s presentation12  

 

The common perception is that the more visible pollution is, then the more likely people will be 

to do something about it. While in some cases this might be true, Gould (1993, p.157) argues that 

what often “appears to be the most obvious or intuitive might be false”. As he puts it (ibid., 

p.158): 

 

“[in some cases] neither the social visibility of pollution, the severity of its impacts, the 

identification of its sources, nor the proximity of local populations to those sources has had a 

direct impact on the level or nature of local environmental political mobilization.” 

 

 

 
12Tweet of Damien Hall (2018): Available at: https://twitter.com/hall_damien/status/984789938104356865 
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Looking at shocking examples of man-made environmental disasters—including the toxic waste 

contamination of the Love Canal (The Atlantic, 1979), the dioxin pollution of Times Beach (The 

St. Louis Post-Dispatch, 2017), and the poisoned soil of New Orleans and Silicon Valley 

(Situated Systems, 2016)—the visibility and tangibility of contaminants were not always enough 

to raise wider and sustained political action. Looking to the present, air pollution in Delhi is 

often so high (Reuters in Delhi, 2019; Reuters, 2018; Biswas, 2017; India Untamed, 2014) that it 

exceeds what current sensing technologies can even measure, yet decision makers have taken 

little action to improve the situation. 

 

There are also many cases where environmental pollution was misrepresented with harmful 

effects, such as those described in Klinenberg’s social autopsy of the 1995 Chicago heat wave 

and Gill’s study (Gill et al., 2011) of Japan’s response to the Fukushima Daiichi nuclear disaster. 

 
Figure 18. A screenshot from the documentary ‘Under the Dome’ (2015) by Chai Jing: “The most serious flight delay in Beijing capital 
airport due to fog…”, demonstrating how the Chinese media misrepresented pollution as “fog” and managed to change public perception 
for twenty years13  

 
13The documentary ‘Under the Dome’ was directed by Chai Jing, a former China Central Television journalist, 
concerning air pollution in China. It was released on the 25th of February 2015. As Wikipedia states (2018)  
[the documentary] was “viewed over 150 million times on Tencent within three days of its release and had been 
viewed a further 150 million times (total 300 million views) by the time it was taken offline four days later”. 
Available at: https://en.wikipedia.org/wiki/Under_the_Dome_(film) 
 



 
43 

 

 

Kuchinskaya (2014, p.160) argues that “public visibility [of pollution] depends on whose voices 

can be heard and which groups have institutional and infrastructural support”. In her discussion 

of the Chernobyl nuclear disaster, she describes the politics and “production of invisibility”, its 

consequences for the people of Belarus and the “various strategies used by industries to displace 

dangerous toxins as objects of public attention” (ibid.).  

 

Kuchinskaya (ibid.) goes on to describe how in these cases public debates on hazards have been 

reframed:  

 

“promoting fake debate where there was a scientific consensus, silencing critics, orchestrating 

studies to counter even strong evidence of harm, blaming victims’ genetic makeup or 

lifestyles, and also presenting a lack of monitoring as an absence of health effects.”   

 

Similarly to radiation, air pollution and climate change can also be made either more salient and 

publicly visible or unobservable, depending on how their effects are represented. It is therefore 

crucial to understand the current ways in which politically- and technologically-driven invisibility 

around air pollution is constructed and investigate how pollution could be made more socially 

visible.  

Gabrys (2018, p.509) argues that in citizen sensing projects, for example, new insights might 

unfold in practice by testing the “very articulations of citizenship that technologies may 

facilitate” (p.508): 

 

“The notion that a device might embody and enable particular forms of environmental 

citizenship can be tested, challenged, and re-routed. By taking up citizen sensing technologies 

in practice, and through repeated use and asking how they actually do – or do not – allow for 

environmental citizenship, participants might challenge the claims made about devices, while 

also developing and inventing alternative capacities for citizen sensing technologies. Citizen 

sensing research and practice might expand from their usual framing as sensing technologies 

toward political action to encompass a more inventive and open set of engagements.”  

 

To avoid fake public debates and the displacement of environmental pollutants as objects of 

public attention (Kuchinskaya, 2014), “democratising the collection and use of environmental 

data through citizen sensing” alone (Gabrys, 2015) might not be enough. It seems as if somehow 
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the narratives that derive from and make sense of that data, and are told to the public, also have 

to be ‘democratised’.  

 

This line of thinking then raises the question: could design research be applied to improve the 

legitimacy of public decision making and give citizens greater degrees of participation in 

understanding and reducing pollution in cities? 

1.5 The current technological narratives of air pollution 

The degree of participation that current sensing technologies afford are still limited to: 

1.5.1 Avoid it, don’t face it! 

Currently citizens are presented with a narrative that gives them little agency to tackle air 

pollution. In this thesis I use the term agency in a similar way to Jeremijenko (2012), posing the 

question: how does any one of us address the complex and important environmental and societal 

challenges we face in the 21st century? In regard to air pollution, citizens can either change their 

behaviour to reduce (mitigate) their personal impact on pollution or minimise their exposure to 

its harmful effects by downloading apps and visualisations. Encouraging people to find a cleaner 

route – and simply avoid pollution – though might be problematic in the long-term as it gives 

the false impression that pollution is something over which they have no control over, when they 

can actually do improve pollution through a range of different actions. 
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Figure 19. A screenshot from an article on Plume Labs and their work14 

 

In addition to this, while finding a cleaner route to work or school can be beneficial for health 

(City of London, 2018; CityAir App, 2018), according to interviews that have been conducted 

during my work prior to this PhD, app users tend to prioritise time and practicality over their 

health. When in a rush or to save time, people often take the shortest route regardless of the 

associated health risks.  

1.5.2 Just observe passively – Data Spectatorship 

Hundreds of sensing applications that are currently available on the market visualise air pollution 

through emojis, numbers, colours and graphs. The same way as in my own work prior to this PhD 

with communities affected by pollution, after a while only observing pollution through these apps 

often increases anxiety and people easily get disheartened how air quality could be actually 

improved. 

 
14O’Brien, C. (2015). With air pollution app, Plume Labs wants to prove that big data and open government can 
save lives. Posted: 1 October 2015. Available at: https://venturebeat.com/2015/10/01/with-air-pollution-app-
plume-labs-wants-to-prove-that-big-data-and-open-government-can-save-lives/  
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Figure 20. A Google snapshot of different air pollution monitoring apps visualising air pollution through emojis, numbers, colours and 

graphs 

 

When people do gather data with their sensor and they get a number, they might think: Wow, I got 

a graph…, and that seems to be the “aha” moment. Haque (in a personal interview in 2015) further 

argues that:  

“the challenge with this kind of data spectatorship is that we look at numbers instead of the 

thing itself that is collecting on our screen. In order to step beyond the kind of data 

spectatorship aspect of monitoring pollution, the aim could be to see something in the data and 

even re-imagine the measuring process itself. Instead of looking at a number and that for 

instance, the current CO2 level on a device is 339.65 ppm, questions should focus on the 

complexity of the decisions that people make, that process why people would start using their 

cars less this week than last week, because they do want to breathe better air”. 

In the field of design for behaviour change, similarly to Haque’s argument, Lockton (2015) 

questions “what agency is possible”, and “how to enact change”. He encourages practitioners to 

design tools that connect people’s understanding of how things work and how they can act, around 

everything from cities, the environment, networked infrastructure to social, civic and political 

contexts (ibid.). He offers a five-level action programme, “designing agency” and describes Level 5 

as something that would “challenge common behavioural design paradigms” and “direct ways of 

enabling action, empowering people to change the behaviour of the systems in which they live” 

(ibid.). 
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Reflecting on both the arguments and questions of Haque and Lockton, a gap in knowledge has 

started to emerge. In order to step beyond the kind of pollution-data spectatorship that current 

sensing technologies offer, could design research be applied to re-imagine the measuring process 

itself? Furthermore, could design research be applied to design a practical tool that not only 

supports “people to understand the wider contexts of their actions and their agency within 

society” (Lockton, 2015) but gives them “direct ways of enabling action” (ibid.) and enables 

them “to change the behaviour of the systems in which they live” (ibid.) to reduce pollution in 

cities?  

1.5.3 Focus on mitigation, instead of preventative actions 

Technological and top-down solutions are often focussed on measuring and mitigating the 

effects of pollution that has already been emitted, rather than preventing it from being produced 

in the first place. Many local and national governments often put energy and investment into fig 

leaf interventions, which are politically popular but have only marginal impacts on the sources of 

pollution (Khan, 2018; Kentish, 2017). For example, the UK Government recently suggested 

that councils remove speed bumps from their roads to improve air quality (See Figure 1.11). 

Though this would likely have a positive effect on local air quality – recent evidence indicates 

that “a diesel car emits 98 per cent more nitrogen dioxide when driving over speed bumps” due 

to breaking and hard acceleration – the main source of the pollution, traffic, will stay the same. 

By focussing on these aspects of the problem, some suggest that the Government is avoiding 

taking more difficult and politically unpopular actions: “ministers say they want councils to use 

[these] methods, such as changing road layouts, before introducing new charges on drivers” 

(Kentish, 2017). 
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Figure 21. A screenshot from an article on Independent: “Michael Gove wants councils to introduce levies on diesel vehicles only as a last 
resort” (Kentish, 2017)15 

 

Dealing with pollution after it’s been produced, rather than preventing it in the first place, is an 

age-old approach. For example, a blueprint from 1913 was recently uncovered in the London 

Metropolitan Archives describing an “air cannon” that would “blast away” the city’s air 

pollution. 

 

 
15Kentish, B. (2017). Speed bumps could disappear from UK roads as part of Government plan to tackle air 
pollution. Independent. Posted: 27 July 2017. Available at: https://www.independent.co.uk/news/uk/home-
news/speed-bumps-disappear-uk-roads-air-pollution-government-plan-emissions-councils-remove-a7862811.html 
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Figure 22. A screenshot of London Air’s tweet of the Evening Standard’s introducing an air cannon that would “blast away” pollution 
in the city of London.16  

 

This line of thinking is also prominent in the private sector. Some schools in China, for instance, 

have built domes with air-filtration systems (see Figure 1.12) so children can play safely outdoors 

despite the dangerous levels of air pollution found in most urban areas.  

 

 
16Tweet of London Air (2019): https://twitter.com/LondonAir/status/1093928014415646722 
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Figure 23. A screenshot from an article in the New York Times (Wong, April 22, 2013): “Students at the International School of 
Beijing playing in one of two domes with air-filtration systems for when smog is severe".17  

 
17Wong, E. (2013). In China, Breathing Becomes a Childhood Risk. Posted: 22 April 2013. Available at: 
https://www.nytimes.com/2013/04/23/world/asia/pollution-is-radically-changing-childhood-in-chinas-cities.html 
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Figure 24. A screenshot of Indy Johar’s tweet commenting on Sadiq Khan’s tweet on deploying new indoor air filtration systems in 
nurseries.18  

 

There are also a number of products on the market designed to filter the air around people, 

including anti-pollution bus stops (Balogh, 2017) and large-scale air purifiers (Garfield & 

Thomson, 2018). 

 
18Tweet of Indy Johar (2018). Available at: https://twitter.com/indy_johar/status/1069675280753721344 
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Figure 25. A screenshot from an article of Independent: “In 2015, a Dutch designer invented an air purifier to help fight air pollution. 
First, it came to Rotterdam and four Chinese cities. Now, it's going to Poland.”19  

 

The distinction between mitigation and prevention, specifically in the case of air quality, is 

necessary. As Johnson explains (2015) both terms are used to express the reduction of risk. 

While both are very important, “prevention aims to stop an event from happening in the first 

place, whereas mitigation tries to limit the damage” (ibid.). Making this distinction is crucial when 

designing tools to improve air quality.  

 

 
19Thomson, C. The world's first 'smog vacuum cleaner' can suck up air pollution and turn it into jewellery. 
Independent. Independent. Posted: 29 January 2018. Available at: 
https://www.independent.co.uk/environment/smog-vacuum-cleaner-air-pollution-daan-roosegaarde-netherlands-
china-poland-a8183236.html 
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As Semenza et al. describes (2011, p.10), in the case of climate change – as this might be a useful 

distinction, mitigation refers to: 

 

“reductions in greenhouse gas emissions and augmentation in greenhouse gas sinks intended 

to minimize the extent of global warming. These steps include energy conservation by 

increasing the fuel efficiency of vehicles; switching to cleaner energy sources by changing 

business practices; or carbon sequestration through tropical reforestation. While adaptation 

entails adjustments of environmental or social settings in response to past, current or 

anticipated climatic events and their impacts in order to moderate their consequences.” 

 

Rather than simply monitoring, visualising or observing pollution that has already been produced 

(mitigation), how could we design tools for citizen engagement and behaviour change to prevent 

pollution from being produced in the first place (prevention)?  

1.6 The degree of participation 

The degree of participation afforded by these narratives and air quality sensing applications can 

be assessed using Sherry Arnstein’s (1969, pp. 217) “Ladder of Citizen Participation” – 

describing the progressive degrees of “citizen involvement in planning processes in the United 

States” (The Citizen’s Handbook, 2019). 



 
54 

 

 

 

Figure 26. A screenshot from the website of the Citizen’s Handbook on Arnstein's Ladder of Citizen Participation (1969, p.217)20  

 

As Dobson (2018) explains, “the ladder is a guide to seeing who has power when important 

decisions are being made”.  

 
20The Citizen’s Handbook (2019): Available at: https://www.citizenshandbook.org/arnsteinsladder.html 
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Figure 27. David Wilcox describes the 8 rungs of the ladder.21 Photo © Screenshot of the website of The Citizen’s Handbook 

 

Expanding on the same questions as Mazé (2013, p.106) Arnstein also discusses the popular 

rhetoric of citizen participation in decision making processes. Both Arnstein (1969) and Mazé 

(2013) question whether this shift actually represents the redistribution of rights or if it is more 

about the devolution of state responsibilities as a means of coping with a lack of public 

resources. They also note that it is difficult for those in power to find a balance of how much 

they can empower communities to become more resilient without giving them so much power 

that they would overrule their own authority (ibid.; ibid.).   

 

As Shipley and Utz (2012, p.9) explain Arnstein’s model not only emphasised the shift “from 

token or manipulated participation to partnership or even delegation of power” but also 

 
21Wilcox, D. (1998). Sherry Arnstein. Available at: http://www.partnerships.org.uk/part/arn.htm 
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promoted the “redistribution of decision making to underprivileged citizens”. 

 

Although further discussion on this topic is beyond the scope of this thesis, Guaraldo (1996) 

critiques Arnstein’s ladder and says that it only works for participation in developed countries 

and it’s insufficient for developing ones because the state isn’t as strong and/or involved (Shipley 

& Utz, 2012, p.9). To improve on the model, Guaraldo suggests the following seven additional 

rungs: Self-management, Conspiracy, Diplomacy, Dissimulation, Conciliation, Partnership, 

Empowerment (p.10). 

1.7 Moving up the ladder through design 

 
Figure 28. A sketch describing current approaches to and new opportunities for addressing air pollution sensing. Illustration © Geoffrey 
Stevens, Niklas Hagemann & Gyorgyi Galik 
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Supporting questions about participation through smart technologies, the argument that has 

started forming so far is (see Figure 27.): 

 

1) Today’s air pollution-related smart city projects simply reveal the problem of air pollution 

while ‘Cleaner-route’ apps – based on the data from sensors – help people to react and find a 

cleaner route to school, work and home (CleanAir, 2019, City Air app, 2020).  

 

2) Other technologies take a more systemic and “active” approach to the problem. They not only 

generate and share air quality data, but also take steps to protect vulnerable communities that 

would otherwise be affected by pollution. An inspiring example of this is Propeller Health (aka 

Asthmapolis), which connects patients asthma inhalers to their smartphones and a network of 

other users, the platform helps to prevent unnecessary asthma attacks (Propeller Health, 2019). 

Whenever a user walks into a polluted area (or an area where someone else has recently used 

their inhaler) the system sends out a notification alerting them of the risk.  

 

3) Though there have been successful trials – for example, in the transport sector, with 

temporary bans and car free days (Garfield, 2018; O’Sullivan, 2018) – it could still take years or 

even decades to bring about the policy changes needed to improve urban air pollution on a wide 

scale.  

 

To summarise the key points that have been raised so far in this PhD and settle on the final 

research questions: 

 

Reducing pollution in cities is crucial to the protection of human health, which will also benefit 

climate change mitigation. And doing this will require an understanding of how pollution is made 

invisible or more socially visible through current political and technological narratives. 

 

Moving beyond mitigative actions (which won’t be enough to address the complexity and 

severity of this challenge alone) this enquiry is focused on using design research practices to 

developing a set of design experiments that could shift the focus from pollution monitoring 

(measuring pollution that has already been produced) to pollution prevention (pre-empting 

pollution before it is produced). 

 

To enable the prevention of pollution, it aims to achieve two outcomes: to pre-empt polluting 
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and energy-intensive behaviours before they even happen, and to aggregate the impact of those 

preventative behaviours by enabling collective action with a group of engaged individuals.  

 

As such, this thesis raises the following research questions: 

 

(1) Could a connected technology be designed to engender preventative behaviours and afford a 

more proactive role for citizens in making and/or supporting the decisions that prevent 

pollution in cities? (bottom-up, individual change)  

 

2) If networked22, could a novel interaction be designed to stimulate societal demand for 

environmental regulation (top-down, systems change) and to aggregate the small impact of 

individuals to achieve a greater collective impact? 

 

Rather than designing and investing into the development of a new system or device, could it be 

possible to piggyback onto an existing system that already has a large community of users? 

AI assistants are expected to become a bigger part of our daily lives. The number of people using 

digital assistants is “projected to increase to 1.8 billion by 2021” (Richter, 2016). The technology 

is already present across a wide variety of industry sectors, including retail, healthcare, education 

and the automotive industry (Global Market Insights, 2017). In 2017, Amazon’s Alexa devices, 

for example, were already in over seven million households (TechCrunch, 2017); today Amazon 

estimates it has sold more than 100 million devices (TechCrunch, 2019).  

 

Given the growing abilities and reach of AI assistants, it offers a potentially exciting opportunity 

to consider their current and potential future uses. While keeping in mind that AI home 

assistants still have considerable technological limitations, is there an opportunity for: (1) AI 

technology providers to go beyond current services of convenience and entertainment and 

provide more socially-sensitive purposes in the future; and (2) designers to explore how these 

applications – and technologies beyond AI assistants – could be designed to enable behaviour 

change and engender a more proactive role for citizens in preventing pollution in cities.  

 
22In this thesis, as Computer Hope describes (2018) the word ‘network’ refers to “a collection of computers or 
devices [that are] connected to one another to allow the sharing of data”. 
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1.8 Situating the thesis – Action research & participatory design  

In participatory design, “stakeholders – especially users, developers and planners – cooperatively 

make or adjust systems, technologies and artefacts in ways which fit more appropriately to the 

needs of those who are going to use them” (Bannon & Ehn, 2012, p.41).  

 

One of the first designers to adopt participatory design principles was Kristen Nygaard. Working 

with the Norwegian Iron and Metal Workers Union in 1972, he “took a first move from 

traditional research and development of computer systems into working with people – directly 

changing and making more active the role of the local unions” (Sundblad, 2010, p.2). 

 

As Bødker (2003, p.87) argues, that “research-based participatory design is needed when 

designing new technologies” to question their use and offer alternatives (ibid., p.89): 

 

“[participatory designers] commit to working with people, groups or organisations to explore 

what current and future technologies may support them in their particular setting. Not so 

much to build their future technology but to help them realize that they have a choice.” 

 

Participatory design “attempts to change situations, not simply study them” (Bannon & Ehn, 

2012, p.42). The field has its origins after the Second World War at the Tavistock Institute in 

London, where researchers were studying ‘socio-technical systems’ and in particular those related 

to coal mining in the UK (ibid., p.42). Initially focusing on the civil repatriation of German 

prisoners of war, Trist who was a crucial figure contributing to the methodological framework of 

action research – looking at large-scale, multi-organizational problems – was also working at the 

Tavistock Institute of Human Relations as a social psychiatrist (O’Brien, 1998). 

 

Systems engineering solutions that had been recently introduced to UK workplaces were not 

achieving the productivity gains that had been expected (ibid). Developing the technical 

subsystem without considering the design of the social subsystem – had resulted in “project 

failures and poor performance” (ibid). With this in mind, researchers began developing an 

approach to “join and optimise” (ibid.) two or more systems together. Instead of focusing on 

technology design itself, they tried to understand “how technology was introduced and used” 

(ibid).  
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Building on the Tavistock Institute’s research, a new approach to systems design known as the 

‘Scandinavian approach’ emerged as a political critique of the socio-technical perspective (ibid., 

p.43). As Bannon & Ehn (ibid.) put it: 

 

“Supporting workers in understanding the way computers and applications worked was a 

starting point, but the objective was to attempt to change how these systems worked, to allow 

for greater human flexibility in the use of systems. The realisation that what was needed was a 

clear move into the design of technology itself.” 

 

The Scandinavian approach to systems design partly inspired this practice-led PhD thesis, in 

which, with a group of participants, two experiments will be developed. In the first experiment a 

new skill for an existing voice-user interface will be designed, developed and tested with a group 

of participants. And in the second experiment, with another group of participants, a new design 

method and voice user interface will be designed and tested in participants’ homes. 

 

Both the Scandinavian approach to systems design and the socio-technical tradition, for the type 

of research and design interventions they developed, took inspiration and insights from action-

research (Bannon & Ehn, 2012, p.44). By developing my experiments detailed in chapters 3 and 

4, I will engage in action research. 

 

Following Fisher’s argument (2004, p.3) on the type of situations that action research can be best 

applied, action research seems the best suited methodology to the experiments: “the challenge [in 

this case, air pollution] being investigated is very complex (involving diverse elements)”; the 

researcher and participants are not yet sure where to start in addressing this challenge; “the 

change might involve people with differing perspectives or conflicting objectives; and there is a 

need for a common vision or negotiated compromise;”  

 

As O’Brien (1998) explains that in action research “the research takes place in real-world 

situations and aims to solve real problems; the initiating researcher makes no attempt to remain 

objective and openly acknowledges their bias to the other participants.” For many designers and 

researchers aiming to effect change in society, this methodological framework introduced new 

ways of thinking and learning by doing things (Fisher & Jackson, 1998, p.8).  
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Kurt Lewin (1944) describes action research as “a comparative research on the conditions and 

effects of various forms of social action and research leading to social action” (Lewin 1946, 

p.35), involving a spiral of steps, in which each step is made up of a circle of 1) planning, 2) 

action and 3) fact-finding about the impact of the action (Lewin 1946, p.38). Kemmis et al. 

(2014) has a different model with an iterative, cyclical nature of four steps: plan, act, observe, 

reflect, while Susman (O’Brien, 1998) is applying the five steps of diagnosing, action planning, 

taking action, evaluating and specifying learning in action research. In contrast to most type of 

research where the research is confined by “specific research questions”, by focusing on a 

“general problem area that the researchers and participants” aim to improve, the “research 

questions [in action research] may change for different cycles” (Fisher, 2006, p.3).  

 

Gilmore et al. (1986, p.161) describes action research as: 

 

"Action research...aims to contribute both to the practical concerns of people in an immediate 

problematic situation and to further the goals of social science simultaneously.  Thus, there is 

a dual commitment in action research to study a system and concurrently to collaborate with 

members of the system in changing it in what is together regarded as a desirable direction.  

Accomplishing this twin goal requires the active collaboration of researcher and client, and 

thus it stresses the importance of co-learning as a primary aspect of the research process." 

 

Fisher (2004, p.2) notes that some advocates of action research believe that action research must 

be participatory, while “others use the term Participatory Action Research (PAR) to refer to 

more explicitly participatory forms of action research”. Fisher goes on to differentiate “between 

action research where a group of researchers go through the action research cycle and PAR 

where other actors (such as community members) are actively involved in managing the research 

process” (ibid.). Fisher and Jackson (1998, p.3) explains that action research also contributes to 

public knowledge, it is not only for the enhancement of individual knowledge: 

 

“Experience in a specific situation generates insights and understanding which can inform 

actions in similar situations. The word inform is important here. The intention is not to 

provide recipes for implementation, but rather to provide insights which others may find 

useful in other contexts. This aspect of generalising from learning in a specific situation is the 

research element.” 
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1.8.1 The ideals underpinning our designed visions of the future 

In 2016, Mazé (2016b, p.1) examined the rise of futures studies in Europe. She found that there 

was increased public appetite for participating in the formation of long-term national policies due 

to growing awareness of issues such as climate change (ibid.), and that design is becoming an 

increasingly powerful discipline. As a warning to designers who are engaged with social and 

political issues, she suggests that when mobilising particular ideas or ideals of the future, it is 

important “to make explicit and reflect upon the assumptions, norms and ideals underlying 

designed visions of the future” (p.2). This includes the role that designers may have in 

“(re)producing or countering social norms, practices and structures” (ibid.). As design visions 

will have “tangible consequences on the understandings, aspirations and behaviours of public 

society” (ibid.) – she believes that this warning will be ever more relevant. 

 

As this thesis will involve a series of design experiments in the home setting with AI assistants 

(please see in Chapters 3 & 4), Mazé’s questions are especially relevant. It seems inevitable that 

my own biases and assumptions about ‘smartness’, sustainability and behaviour change will find 

their way into the prototypes. With Mazé’s critique about design and the designer in mind, this 

thesis will aim to make these assumptions explicit whenever possible.  

 

Air pollution-related smart city projects often allude to behaviour change by talking about 

‘persuasion’, ‘nudging’ and the design of new technologies to ‘enable behaviour change’ (Smets 

& Lievens, 2018; Bousquet, 2017a; Glowacki, 2016;). The following chapter is divided into three 

sections: 1) a review of specific models of behaviour and theories for change (Section 2.6.2); 2) 

discussion of those models that could be applied to technology design (Sections 2.2); and 3) 

discussion of those technologies that could be applied to reduce pollution in cities.  

 

For the duration of this PhD, I operate with the goal that energy behaviours need to be shifted 

or changed in order to reduce pollution in cities. I apply design research to better understand the 

means by which this can be best achieved.  
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Chapter 2. Design for behaviour change 

Transitioning towards a low-pollution society will require not only new technologies, but also 

new practices of energy use. As the different behaviours of individuals producing air pollution 

often overlap with those behaviours that need to be changed to mitigate climate change, this 

chapter looks at both challenges together and as to how air pollution could be improved by 

applying behavioural insights aiming at improving climate change. After exploring these insights, 

we now look at how behavioural insights have been applied in the field of design for behaviour 

change and also introduces where the idea for the experiments of this practice-led PhD came 

from. 

 

Lockton et al. (2014c) explains that reducing our energy use through influencing people’s 

behaviour – and as a result reducing our carbon dioxide emissions – is a “significant research 

topic across multiple intersecting technological and social science disciplines” (p.1).  

 

As Lockton et al. explain (2014c, p.1) energy use is one of the key challenges on which design for 

behaviour change – particularly, design for sustainable behaviour – has focused. As he puts it: 

 

“[design for behaviour change] aims to reduce the undesirable social and environmental 

impacts of products and services, or increase the desired impacts, through design (in a broad 

sense) concentrating on understanding and influencing people’s interactions with technology. 

It is inherently multidisciplinary, drawing on knowledge, perspectives and models from a 

number of fields relating to human behaviour.” 

 

A range of Lockton’s work (Lockton, 2012; Lockton et al., 2014c; Lockton, 2017; Niedderer et 

al., 2014) describes how design for behaviour change applies some of the insights of the field of 

human-computer interaction (HCI) on persuasive technology and of behavioural economics.  

 

Lockton (2014b) also notes that:   

“many kinds of ‘intervention’ are simply not nuanced enough to address the complexity and 

diversity of real people, making situated decisions in real-life contexts, embedded in the 

complex webs of social practices that everyday life entails.”  
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He goes on to argue that this issue is also present in many current “behavioural economics-

inspired treatments of complex social issues” (ibid.). 

 

Brynjarsdóttir et al. (2012) also reviewed a large body of research on persuasive technologies that 

are designed to improve human and environmental health through behaviour change. The 

authors (ibid., p.947) explain that environmental sustainability – addressed through persuasion – 

is a popular topic in HCI research. They go on to describe (ibid., p.949) that although “the 

[reviewed] papers allude to behaviour change as their general goal”, many seem to focus more on 

“increasing awareness” – suggesting that increasing people’s awareness of energy consumption 

will lead to reduction of their energy use. Many of the projects described have no user 

evaluation, they work with a small group of participants with no or limited evidence of lasting 

behavioural impact (ibid., p.949). These tools often focus on behaviours at the individual scale 

and without considering “the cognitive limitations and the role of emotion in decision-making” 

and that habits play in many people’s everyday behaviours (ibid., p.952). Many of the projects the 

authors analyse discount the importance of aspects of daily life – the institutional, structural and 

infrastructural barriers (Ockwell et al., 2009, pp. 308-309) – “that an individual cannot alter” 

(Brynjarsdóttir et al., p.949). They ignore questions as to “who is actually able to make changes, 

or how this will change political relationships or social norms” (ibid., p.952). They do not 

“consider energy in the context of broader socio-cultural practices” (ibid., p.954). 

 

Brynjarsdóttir et al. (2012) also points out that HCI and persuasive technologies often frame 

human behaviour with respect to metrics that can be quantified, and by doing that, “these 

technologies limit their focus to aspects of sustainability that are clearly measurable” (ibid., 

p.951). This results in leaving out many of the behaviours that could also support sustainability.  

 

Supporting this argument, during a workshop – prior to this PhD – that was exploring the 

potential of food waste collection, as a means for a London borough to reduce the cost of waste 

disposal services (WRAP, 2018), a council member presented the following slide on the waste 

hierarchy: 
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Figure 29. A diagram of the waste hierarchy on Wikipedia (2019): “waste hierarchy is a tool used in the evaluation of processes that 
protect the environment – alongside resource and energy consumption – to most favourable to least favourable actions.” Photo © Drstuey, 
CC BY-SA 3.0, Wikipedia23 

 

She presented this slide with the intention of showing that most sustainability narratives focus 

too much on recycling and not enough on prevention. In the waste hierarchy, recycling is only 

the fourth most important action one can take to become more sustainable. The most important 

action is prevention – or not wasting food in the first place.  

 

According to the research insights of Project Drawdown (2018), the third most important action 

to mitigate climate change is reducing food waste. The actions on their list are selected not only 

for their impact on climate change, but also for their intrinsic benefits to communities and 

economies:  

 

“With a third of the food raised not making it from farm or factory to fork, food waste is 

responsible for roughly 8% of global emissions. In low income regions, wastage is generally 

unintentional and occurs earlier in the supply chain—food rots on farms or during storage 

and distribution. In higher-income regions, wastage is typically willful and occurs further 

along the supply chain. Retailers and consumers often reject food based on bumps, bruises, 

and coloring, or simply order, buy, or serve too much. Up to 35% of food in higher-income 

economies is thrown out by consumers. In lower-income countries, it is essential to improve 

 
23Waste hierarchy (2019). Available at: https://en.wikipedia.org/wiki/Waste_hierarchy 
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infrastructure for storage, processing, and transportation. In higher-income regions, however, 

widespread change is needed at the retail and consumer levels.”  

 

Given all of the compelling reasons to prevent waste, why do local governments tend to focus 

their efforts on recycling? As the council member explained, political performance is measured 

through key performance indicators (KPIs) – quantifiable measures used to evaluate the success 

of an organisation, employee, etc. in meeting a set of predetermined objectives. The reason that 

public sustainability campaigns tend to focus their efforts on recycling is that prevention is 

difficult to measure. As she said, “convincing someone not to buy and waste something in the 

first place is not measurable” while it is possible to say, “we increase recycling rates by 40%”. 

 

Brynjarsdóttir et al. (ibid.) also describe that the emphasis on “providing information as a driver 

for behaviour change rests on a common modernist assumption that people are rational actors 

seeking to optimise their activities based on what they know” (ibid., p.952). The authors argue 

that “ambient displays using pervasive sensor technology, ambient computer widgets, social 

network applications for sharing environmental data, persuasive games and interactive visual 

displays” (ibid., p. 948) are all designed to persuade people to reduce their energy consumption. 

 

As Lockton et al. explain (2014c, p.1) in domestic environments, aside from bigger-scale 

infrastructural changes – such as retrofitting buildings through e.g. insulation of the attic, heat 

retention and reduced air leakage, efficient heating and ventilation systems (Retrofit for the 

Future, 2014), “the majority of work on influencing energy use through behaviour change 

concentrates on numerical, visual feedback displays for electricity or gas use” (Lockton et al., 

2014c, p.2).  

 

At home, energy and water use can be tracked by smart meters and visualised through digital 

displays and applications, which intend to educate and incentivise people to change their energy 

behaviours. 

 

Lockton et al. (2014c, p.2) note that the “opportunities afforded by networked smart meters [for 

example] enabling adaptive pricing changes” are being tested. In the UK specifically, these 

initiatives are being encouraged by current legislation, where policy for “all homes and small 

businesses support to have smart meters installed, with displays, by 2020” (ibid.). They go on to 

emphasise that while some changes in behaviour as a result of feedback displays indeed led to 
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some reduction in energy use, “simple numerical feedback may not take account of the realities 

of household life” (ibid.).  

 

Hargreaves et al. (2018, p.127) go even further and question the evidence that smart home 

technologies actually achieve great energy savings and they note that “there is [even] a risk that 

they may generate forms of energy intensification”. They also point out that some firms, like 

Siemens, still claim that “smart home technologies can save up to 30% of energy costs without 

compromising comfort” (ibid.), and the smart home market is forecast to increase substantially. 

They argue that greater attention should be given to identify what these technologies should or 

could be used for (ibid., p.128).  

 

As they (ibid., p.136) put it:  

 

“It is vital that the energy saving claims are properly scrutinized to ensure SHTs are not being 

developed and sold on the basis of unrealistic and potentially misleading claims. Policy-

makers have a potential role to play to generate standards, benchmarks and guidelines that 

ensure [that these technologies] are developed, tested and evaluated in ways that minimize the 

potential for energy intensification.” 

 

Strengers (2013, p.25) explains that a core quality of the seamless integration of technology in the 

home is the achievement of “modernity” and “efficiency”. He notes that this idea of the “homes 

of tomorrow” (ibid.) can be found in the early 1930s’ future visions, in which efficiency was 

presented alongside “unprecedented levels of luxury, relaxation and indulgence, with excessive 

energy consumption clearly on display” (ibid.).  

 

Building on Hargreaves et al. and Strengers’ insights, Darby (2018, p.141) also points at the 

“infantilizing and deactivating element of the smart home vision [that] can certainly be traced in 

the literature, implicitly if not explicitly, in the planned shift from human to machine sensing and 

control, and the development of ‘ambient intelligence’ that is capable of learning”. 

 

Furthermore, Darby (ibid.) quotes Robins and Hepworth with their critique on visions of the 

smart home: 

 

“computer home scenarios have a narrow and instrumental fixation on technique – the 
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‘evolution’ of the household is seen as an expression of some autonomous technological 

‘progress’. The dream is a domestic machine-utopia…in which human agents are passive and 

infantilized. In such technocratic scripts the household is severed from its surrounding 

(economic, social and political) contexts.”  

 

With all this in mind, what are some of the key elements or foundations that could support and 

lead to more successful outcomes with any given technological intervention that aims to enable 

behaviour change? 

2.1 Improving government engagement and political will 

As part of the Cambridge Climate Lecture Series, Kevin Anderson (2017) lists a set of 

opportunities for near-term mitigation and retooling our society towards a low-pollution future, 

which will need to be delivered in the next three decades if we are to avoid 4°C global 

temperature rise. These interventions would also impact local air pollution and include (ibid): 

 

1. A shift to low or zero carbon energy supply; 

2. Rapid penetration of more efficient end-use technologies; 

3. A profound shift in our behaviour & practices; 

4. The development of economic models that fit for purpose; 

5. A massive program of electrification for heating / cooling, transport, industrial heating, 

etc.; 

6. More stringent efficiency standards; and 

7. The adoption of demand-side response24. 

 

Marteau et al. (2011) and Ockwell et al. (2009) emphasise that enabling low carbon and low 

pollution behaviours will require direct government intervention.  

 

 
24As National Grid UK (2018) explains “demand side response refers to services that enable businesses and 
consumers to turn up, turn down or shift demand in real-time. DSR is an important tool to help ensure a secure, 
sustainable and affordable electricity system. It can help the national energy grid soften peaks in demand and fill in 
the troughs, especially at times when power is more abundant, affordable and clean. For businesses and consumers, 
DSR is a good way to save on total energy costs and reduce their carbon footprint. By encouraging greater 
participation through new ways of tackling the difference between energy supply and demand, an industrial problem 
could be turned into a consumer opportunity.” 
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Figure 30. A screenshot from the article on “Times Square's transformation into a pedestrian-friendly space”25 
 
 

Ockwell et al. also (2009, p.312) explains that “despite regulation being a seemingly useful way of 

overcoming barriers to low carbon [and low pollution] behaviour”, governments are generally 

reserved when it comes to regulatory action for “fear of a negative public backlash” (p.313). The 

authors go on to emphasise that “across the political spectrum in both UK and US 

governments”, as well as in Australia, Germany, The Netherlands, and Singapore (Benartzi et al., 

2017), instead of implementing stringent regulatory action, there is a “great interest in the latest 

methods to nudge lifestyles to a desired direction through informational approaches” (ibid.) and 

to promote individual, voluntary action (p.305). 

 

While there are many positive examples of participatory approaches that have been effective in 

engaging people in reducing their emissions, including the grassroots initiatives of Global Action 

Plan, Carbon Reduction Action Groups, the UK Transition Town movement, carpooling, and 

 
25Warerkar, T. (2017). Times Square's transformation into a pedestrian-friendly space captured in photos. Curbed 
NY. Posted: 19 April 2017. Available at: https://ny.curbed.com/2017/4/19/15358234/times-square-snohetta-
before-after-photos 
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plastic bag bans (Ockwell et al., 2009, pp.316-317), most of these examples are “still relatively 

limited in scale” and it would be challenging to estimate how long it would take to implement 

them across society (ibid., p.317). The most successful efforts to change people’s attitudes and 

behaviours at a population scale (ibid., p.314) included the campaign against cigarette smoking 

and drunk driving, or the legislation aimed at increasing the use of seatbelts in cars. But as Michie 

et al. (2014) argue – despite strong evidence suggesting that smoking was linked to serious illness 

and early death – “it took the better part of sixty years in the UK to achieve a mostly smoke-free 

public environment” (ibid., Forward). To change people’s behaviours even with issues that 

directly affect their health often take decades to achieve (Ockwell et al., 2009. p.314), regardless 

of the evidence against these behaviours. In the case of climate change, this is time we simply do 

not have (ibid.) 

 

Johnson (2013) stresses the need to provide people with “practical tools” rather than more 

information and he also argues that behaviour is driven by context rather than attitude.  

Building on this, Lockton (2015) notes that the common approach to behaviour change assumes 

that:  

 

“differences in outcome will result from changes to people—‘if only we can make people 

more motivated’; ‘if only we can persuade people to do this’; ‘if only people would stop doing 

that’ — overcoming cognitive biases, being more attentive, caring about things, being more 

thoughtful, and so on…considering questions of attitude, beliefs or motivations in isolation 

rather than in context — the person and the social or environmental situation in which 

someone acts." 

 

Public awareness and understanding are important, but they’re not enough to overcome the 

structural, infrastructural and social barriers that can impede or limit an individual’s ability to 

transition to a lower carbon and low pollution lifestyle (Ockwell et al., 2009, p.309).  

The psychological phenomenon, the ‘value-action gap’ also reflects on this difficult conundrum. 

Flynn et al. (2009, p.1) point out that there is increasing evidence that people have become more 

aware of the climate crisis; however, while the public expresses a positive attitude towards 

environmental issues and the approval of alternative energy sources and necessary changes in 

behaviour, most people have not yet translated those beliefs into practical and meaningful action 
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to limit their own consumption and energy use or change their lifestyles.  This “discrepancy 

between our stated values and actual behaviour is what comprises the ‘value-action gap’” (ibid.). 

In the past, people’s inaction was believed to be a result of being unaware of the importance of 

taking action (Effectiviology, 2020). Past behavioural models assumed that raising awareness 

about specific topics will not only help people form attitudes and intentions with regard to those 

issues but also ultimately lead them to take the necessary actions to address them. Even though 

providing the necessary information will shape people’s values and attitudes, these then also need 

to be translated into intentions, and those into actions (ibid.). The more difficult it is for 

someone to take a given action, the less likely they will act upon it and the easier it is for a person 

to do an action that reflects their values, the more likely they are to do them (ibid.). 

While it is difficult to identify all the reasons or drivers for why this gap exists (UK Essays, 

2018), a variety of research findings point to some of the necessary steps that could effectively 

address this discrepancy and help in efforts of closing the value-action gap. 

2.2 Designing environments that enable low-pollution behaviours by 

default 

Marteau et al. (2011, p.264) explain how different environments can encourage or discourage 

different behaviours. The authors further explain that often the design of neighbourhoods, for 

example, still supports drivers instead of pedestrians or cyclists (ibid., p.264).  

Shove (2009, p.1281) gives another example in the domains of urban planning and public health 

and argues how obesogenic environments, how active people are, how much they exercise and 

even their diet are “socially, institutionally, and infrastructurally configured”.  

Shove further emphasises that the focus needs to be shifted from individual choice and that “the 

extent to which state and other actors configure the fabric and the texture of daily life” (ibid.) 

need to be recognised and clearly explained. She raises the idea of “envirogenic environments” 

that could engender the “reproduction of reproduction of variously sustainable ways of life” 

(ibid., p.1282).  

Fuller (Tomkins, 1965) explains a similar idea about the importance of the environment we live 

in: 
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“In the universe, everything is always in motion, and everything is always moving in the 

directions of least resistance. That’s basic. So, I said, ‘If that’s the case, then it should be 

possible to modify the shapes of things so that they follow preferred directions of least 

resistance.’ I made up my mind at this point that I would never try to reform man—that’s 

much too difficult. What I would do was to try to modify the environment in such a way as to 

get man moving in preferred directions.” 

2.3 Bridging the divide between bottom-up and top-down by design 

Ockwell et al. (2009, p.317) offer a new approach to enabling public engagement with complex 

environmental issues. They (ibid., p.320) suggest bridging the divide between top-down and 

bottom-up approaches by using communication to stimulate societal demand for environmental 

regulation through advocacy and lobbying. In this way, they argue, change comes about through 

the public engaging with an issue and then taking voluntary, bottom-up action. But also, through 

them demanding that the government take top-down action, the government will more likely 

introduce regulations to control high carbon and pollution behaviour. They can signal to their 

leaders that environmental regulation is both important and desirable (ibid.). 

While keeping in mind the constraints to individual behaviour change, there are many areas 

where individuals still have a degree of agency to reduce carbon emissions from the bottom up. 

For example – while demanding top-down actions from their governments through lobbying 

and advocacy (Ockwell et al., 2009) – people can shift to lower-carbon and pollution lifestyles, 

for example, by choosing to eat less meat, walk and cycle, turn the heating down and wear a 

jumper, compost organic waste, and fly less or not at all.  

 

It is therefore crucial to understand the ways in which public engagement with both air pollution 

and climate change can be supported.  

 

Van der Linden et al. (2015b) argue that key insights from psychological science should be used 

to inform behavioural science interventions and that it has crucial learnings to offer policymakers 

in managing climate change (ibid., p.758). 

 

While applying key learnings from psychological and behavioural science, could design research 

raise novel questions and help closing the divide between top-down and bottom-up approaches? 
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Could design research be applied to design tools that stimulate societal demand for 

environmental regulation and enable behaviour change in reducing pollution in cities? 

 

For design research to be able to address this gap in knowledge and improve public engagement 

with both air pollution and climate change, understanding some of people’s core motivations, 

beliefs and perceptions of different environmental matters is crucial.  

2.3.1 Changing perception & reframing narratives  

In the case of climate change, Kunreuther & Weber (2012, p.1) explain that people are reluctant 

to pay upfront for available mitigation and adaptation measures as it is difficult for them to 

appreciate the delayed expected benefits of a future climate event that might happen during their 

lifetime. It is especially difficult for people to engage with risks of “low-probability high-

consequence events” for which they have limited or no past experience and no emotional 

engagement (ibid., p.6). The authors argue that the investment in mitigation and adaptation 

strategies could be supported by “the use of choice architecture through framing and the use of 

default options coupled with short-term incentives and long-term contracts.” (ibid. p.1).  

Semenza et al. (2011, p.10) argue that  

 

“voluntary mitigation is mostly dependent on the perceived susceptibility to and severity of 

climate change, and autonomous adaptation is largely dependent on the availability of 

information relevant to climate change and its impact.”  

 

Therefore, they suggest that climate change could be framed from a health perspective to enable 

behaviour change. Their findings suggest that heat waves, droughts and forest fires are threats 

that people more likely to act upon, especially if they are perceived as endangering their health or 

life (ibid.). 

Whitmarsh (2009, p.418) also suggests that air pollution might be the right point of departure for 

linking climate change to individuals’ lives and “weaving climate change into discourses of 

pollution” might achieve a more direct and personal effect. While Nesse and Baechler (2011, p.1) 

note that the “translation of abstract data into meaningful information for people to use, and 

tools to help them make a positive impact” might have a more enduring change. Moser and 

Dilling (2007) suggest that negative messages paralyse people, while positive messages and 
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visions surrounding climate change might connect this complex challenge to people’s desires to 

live a meaningful life. While looking at designing behavioural public policy, Rainford and Tinkler 

(2011) argues that “leaders of the agenda should focus on how people can feel more empowered 

by changing their behaviour”. 

 

In their research Bicchieri (2010a, pp.298-300) and Bicchieri and Chavez (2010b, pp.161-162) 

demonstrate, for example, as to how people’s perception of fairness depend on normative 

expectations and beliefs about what they think they “ought to do” (Bicchieri and Chavez, 2010b, 

p.161) in a given situation; therefore behaviour change can be supported by better understanding 

what people think about how others behave and how others might think they should behave in 

similar situations.  

 

Supporting this argument, Goldstein et al. (2008) demonstrate the crucial role of norms in 

individual behaviour change and explain how behaviours are often dependent on the beliefs 

people have of what others do and what people think others expect of them. As part of a hotel’s 

environmental conservation programme, the authors tested a descriptive normative approach in 

which they tested the message “The majority of guests reuse their towels”, which lead to a more 

successful outcome in comparison to previously applied messaging, which focused merely on 

general environmental protection. A normative message which stated that “the majority of guests 

in this room reuse their towels” brought the most effective outcome (p.477). Goldstein et al. 

(2008, p.479) further argue that people “more likely to be influenced by descriptive norms when 

the setting in which those norms are formed is comparable to the setting those [people] are 

currently occupying”. 

As van der Linden explains (2018, p.211) descriptive norms can help inform:  

“(a) people about the behavior of referent others and (b) set normative expectations about 

what type of behavior is ‘typical’ and ‘desired’ – reinforcing conformity with the desired 

norm.”  

In some cases, norms can also have a reverse effect. In case of energy reduction for example, 

when in a field experiment participants’ energy consumption was compared to the average use of 

their neighbours, they adjusted their own use to the norm, even if that meant they started to 

consume more than they did previously (ibid.).  
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Global issues such as air pollution and climate change decrease people’s personal efficacy as they 

don’t believe they can make a difference. Public beliefs about the agency of and need for 

individuals to change and act are also affected by perceived governmental inaction (Ockwell et al., 

2009, p.310). Moreover, people feel that their attempts to respond to such complex issues are 

useless as other people are not taking action either. They often believe that the responsibility for 

improving environmental challenges should be a shared responsibility of society, business, 

industry, and government but they currently perceive that, in reality, “nobody is living up to their 

side of the bargain” (ibid.). 

 

Promoting collective efficacy, the belief that group actions can make a difference, will encourage 

individuals to take action (Van der Linden et al., 2015b, p.759). Or as Van der Linden quotes an 

article of Cialdini et al. from 1990, "if everyone is doing it, it must be a sensible thing to do."  

 

Van der Linden (2018, p.211) further explains that the more people follow a desired norm, the 

stronger the “social signal becomes” – persuading others to further comply. In other words, the 

more people hear their friends, family and social circles talking about environmental issues, the 

more these issues will be viewed as risks that require further action. This does not only increase 

their perception of risk but their “intention to act” (Van der Linden et al., 2015b, p.759). Social 

nudges are crucial as people’s perceived self-efficacy – how capable people feel that they can 

change a specific behaviour (Bandura, 1982) – is often subject to their perception of how many 

others are participating and taking action (Van der Linden, 2018, p.211).  

A prototypical behaviour within a group can not only increase further uptake of that specific 

behaviour, but also enhances the acceptance of related public policies (ibid., p.212).  

Perkins & Berkowitz (1986, p.962) emphasise the role of peers in regard to people’s behaviours. 

They describe how peer influences are affected more by people’s “perceptions of peer 

behaviours and attitudes” (ibid.) rather than by their peer’s actual behaviour. The authors argue 

that the evidence that people’s “perception of norms can be inaccurate” (ibid.) could act as a 

valuable insight and correcting some of these misperceptions might bring about more successful 

outcomes in enabling behaviour change. 

 

Improving overall communication approaches to enhance public support for environmental 

regulation, Van der Linden et al. (2015, p.758) offer five guidelines and recommend looking at 
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vast and complex environmental challenges such as climate change:  

 

“instead of a future, distant, global, nonpersonal, and analytical risk that is often framed as an 

overt loss for society, policymakers should (a) emphasize [it] as a present, local, and personal 

risk; (b) facilitate more effective and experiential engagement; (c) leverage relevant social 

group norms; (d) frame policy solutions in terms of what can be gained from immediate 

action; and (e) appeal to intrinsically valued long-term environmental goals and outcomes.” 

Referring to Kahneman’s 2012 book Thinking, Fast and Slow, the authors suggest that public 

policy makers will need to appeal to both people’s analytical and experiential processing systems 

(ibid., p.759) and describe the impacts of climate change through personal and local experiences, 

engaging narratives and metaphors.  

 

Van der Linden et al. (ibid., p.760) also explains that – as people’s daily worries overwrite plans 

for the future – replacing current narratives about a future and (both spatially and temporarily) 

distant threat with present, local challenges that are already happening in people’s immediate 

regions and communities might be more effective in engaging people (ibid., p.761). The authors 

go on to describe that, as a result of “optimism bias” (ibid.), people often believe that these 

challenges are only happening to others and not to themselves. They also argue that people are 

“less likely to take action when losses paired with uncertainty” (ibid., p.760); therefore losses that 

society endures at this moment in time and focusing on positive and tangible gains from action 

at present – instead of emphasising negative, future impacts – will both more likely to be 

successful in engaging people in the long run (ibid.). 

2.3.2 Motivation & participation  

Frey and Stutzer (2006, p.413) note that “external interventions crowd-out intrinsic motivation if 

they are perceived to be controlling and they crowd-in intrinsic motivation if they are perceived 

to be supporting”. Designing for crowding-in effect, intrinsic motivation can be supported by 

three factors: 

“(i) Personal relationships foster intrinsic motivation. Mutual acknowledgment of one’s 

obligations and responsibilities is appreciated among friends, colleagues and family members. 

Thus, team-based or community-based structures provide motivational benefits. (ii) 

Communication is a precondition for reciprocity via learning about, and acknowledging the 
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duties and responsibilities of, other people. Communication systematically raises the intrinsic 

motivation to cooperate. (iii) Citizens participate in decision making. The greater the 

possibility to codetermine, the more the citizens would adopt decisions as their own. 

Participation thus raises self-determination and is a precondition for reciprocity.” 

 

Van der Linden et al. (2015, p.761) also argue that people are intrinsically concerned about the 

environment and the welfare of other people, more than about being motivated by money; 

therefore policymakers should focus on “intrinsic motivational needs” as those can help them 

achieve “long-term environmental goals” (ibid.).  

 

After reviewing insights on understanding people’s perceptions, their beliefs and motivations in 

regard to different environmental matters and the approaches that might enable sustained 

behaviour change, it is also crucial to understand through which behavioural models and 

strategies those insights could be applied in enabling that change. 

2.3.3 Models, strategies and frameworks 

Behavioural science is the study of human behaviour and decision making. According to Galizzi 

(2016) it is the “cross-disciplinary, open-minded science of understanding how people behave”. 

It brings together insights and methods from a variety of fields and disciplines (Galizzi, 2016):  

 

“from experimental and behavioural economics to social and cognitive psychology, from 

judgement and decision-making to marketing and consumer behaviour, from health and 

biology to neuroscience, from philosophy to happiness and wellbeing research.”  

 

Darnton explains (2008) that behavioural science makes a distinction between models of 

behaviour and theories of change. Whereas models of behaviour aid in understanding specific 

behaviours by identifying the underlying factors that determine and influence them, theories of 

change explain how behaviours can be changed and/or change over time (ibid., p.1). He further 

argues that while behavioural theory describes the “determinant factors underlying behaviour”, 

change theory supports “interventions for changing current behaviours or encouraging the 

adoption of new behaviours” (ibid., p.1). While the two bodies of theory have different 

purposes, they complement each other and therefore, understanding both is crucial in order to 

create effective interventions (ibid.). As Michie et al. (2011, p.1) describe “behaviour change 
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interventions can be defined as coordinated sets of activities designed to change specified 

behaviour patterns”. 

 

While during this enquiry numerous behavioural theories and models were looked at, the final 

literature review is narrowed down to the ones that are specifically applied by governments, 

decision makers and those involved in smart cities.  

 

The Department for Environment, Food and Rural Affairs’ (DEFRA) Framework for Pro-

Environmental Behaviours (DEFRA, 2008) – applying the ABC model where A stands for 

attitude, B for behaviour and C for individual choice, the ‘4Es’ and ‘6Es’ policy frameworks and 

the Model of Pro-Environmental Behaviour (Kollmuss & Agyeman, 2002) were also looked at, 

but those won’t be discussed in further detail. 

 

From the final ‘shortlist’, the thesis prioritises and investigates ‘nudging’ the most, as Nudge is 

still often referred to and applied both by a range of governmental bodies and especially by smart 

city players (The Behavioural Insights Team, 2019; OECD, 2017; Bousquet, 2017b; Glowacki, 

2016; Benartzi et al., 2017; Bosquet, 2017a; Cornelius, 2017; Maheswaran & Badidi, 2018; Smets 

& Lievens, 2018). 

 

Kuijer et al. (2013, p.2) note that looking at energy use in the context of wider sociocultural 

practices – rather than breaking them down into isolated behaviours – might be a better way to 

address the complexity of these challenges.  

 

The Energy Cultures framework studies the “interrelationships” (Stephenson et al., 2015, p.117) 

between people’s norms, practices and material culture, and how those are formed by external 

factors. Stephenson et al. (ibid.) explain the concept of culture as something helpful in: 

 

“seeking to better understand energy behaviour because it conveys how behaviours are 

embedded within the physical and social contexts of everyday life, and how they are both 

repetitive and heterogeneous.”  

 

Stephenson et al. (2010, p.2) argues that the framework could be applied to support the uptake 

of more energy efficient practices in society by utilising “new technologies, systems and 
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behavioural theories to assist in understanding the factors that influence the energy decisions of 

consumers”.  

 

The COM-B model (Michie et al., 2014, p.85) “conceptualises behaviour as a part of system of 

interacting elements” that involves: 1) capability that refers to both physical (i.e. skill, strength 

and stamina) and psychological (i.e. the knowledge and skills to perform a behaviour, and the 

necessary comprehension and reasoning) factors, 2) opportunity which refers to both social 

opportunities provided by the cultural environment and physical opportunities including “time, 

financial resources, access and cues” (ibid., p.86); and 3) motivation can be either reflective – 

involving plans and evaluations – or automatic – involving “emotions and impulses that result 

from innate dispositions or associative learning” (ibid.). For a behaviour to happen, capability 

and opportunity must be present to engage in the behaviour, and a high level of motivation is 

also necessary, so the motivation for performing this specific behaviour is stronger than any 

other competing behaviours (ibid., p.85). To change a specific behaviour an intervention might 

only look at the barriers with different capabilities, while in other cases it might be that greater 

levels of motivation are needed to enable a behaviour to change (ibid., p.87).  

 

For certain behaviours to change all three elements need to be present (ibid.). The COM-B 

model forms the centre of the framework, the Behaviour Change Wheel (Michie et al., 2011, p.2) 

around which “nine intervention functions” are gathered “addressing the deficits in one or 

more” of the three COM-B conditions; around those functions are placed seven categories of 

policy that could support those interventions to happen. Michie et al. (ibid., p.3) note that 

“interventions and policies to change behaviour can be usefully characterised by means of a 

BCW”. 
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Figure 31. A screenshot of the Behavioural Change Wheel from the article of Michie et al. (2011, p.2) 

 

While the framework ‘MINDSPACE' (Dolan et al., 2009) was developed by UK Institute of 

Government and is intended as a checklist for policymakers to help them consider the most 

effective influences on behaviour.  

 

 
Figure 32. A screenshot of MINDSCAPE from the Discussion Document of Dolan et al. (2009). 
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Dolan et al. (2009) explores how behavioural theory can help meet current policy challenges, 

such as how to: reduce crime, tackle obesity and ensure environmental sustainability. They 

explain that current tools such as incentives and information are intended to change behaviour 

by changing people’s minds but people do not always respond to those in a truly rational way – 

for example, where they measure something up and make a cost-benefit analysis of their actions 

and then act accordingly (ibid., p.8). In contrast, approaches based on changing the contexts or 

the environment in which people “make decisions and respond to cues” (ibid.) - have the power 

to enable significant difference in behaviour. They argue that “shaping policy more closely 

around our inbuilt responses to the world offers a potentially powerful way to improve 

individual wellbeing and social welfare” (ibid.). The framework builds on nine non-coercive 

influences on behaviour and they claim this can be used as a quick checklist in policy making. 

The authors introduce three major areas of policy – “crime and anti-social behaviour; pro-social 

behaviour, such as voting and volunteering; and healthy and prosperous lifestyles” – in which the 

framework helped tackle challenges (ibid.). For each policy area they give case studies of 

evidence-based, innovative interventions, including: how the logic of gang membership was used 

to combat gang violence (applying ‘Norms’); how inertia helped them save more for retirement 

(applying ‘Defaults’); and how giant bananas reduced littering (applying ‘Salience’). 

 

The authors conclude that there remains uncertainty over how lasting the impacts of 

MINDSPACE interventions are; that some work in “one set of circumstances” but might not 

work in another; and they might work well with “one segment of the population” but not with 

another (ibid., p.10). Dolan et al. (2009) also question how far this and similar techniques should 

be applied by central government and encourage them to ensure that “local and professional 

applications of behavioural approaches will be rigorously evaluated, and the results made 

available for communities to debate and adopt as they see fit” (p.10). 

MINDSPACE is not without its critics either. According to Michie et al. (2011, p.2) the 

framework does not seem to include many of  the important behavioural intervention types and 

it’s not coherent - mixing modes of “delivery (e.g. messenger), stimulus attributes (e.g. salience), 

characteristics of the recipient (e.g. ego), policy strategies (e.g. defaults), mechanisms of action 

(e.g., priming), and related psychological constructs (e.g. affect)”.  

 

Even with its critics, as AI assistants are becoming a bigger part of our daily lives, they offer a 

potentially exciting opportunity to test the non-coercive influences on behaviour in practice. 

Through a connected device, from the nine influences of MINDSPACE, Messenger, Incentives, 
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Norms, Salience, Affect and Ego – and if networked, also Commitments – could be practically 

tested and provide good guidance as to how to design a socially minded AI assistant skills that 

might enable behaviour change in the home. 

 

In recent years, many cities and private, technology companies have been also applying 

behavioural science (The Behavioural Insights Team, 2019; OECD, 2017; Bousquet, 2017b; 

Glowacki, 2016) to “steer people in a particular direction” (Benartzi et al., 2017) and identify the 

principles and enablers for citizen engagement. Much of this work is focused on behaviour 

change and, in particular, nudging (Bosquet, 2017a; Cornelius, 2017; Maheswaran & Badidi, 

2018) and be applied to smart city applications (Smets & Lievens, 2018). This is the reason why 

this thesis looks at Nudge at length.  
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Figure 33. A screenshot from an article of the Guardian on “The rise of nudge - the unit helping politicians to fathom human 
behaviour”.26   

 

Through the introduction of choice architecture, Nudge – “iNcentives, Understand mappings, 

Defaults, Give feedback, Expect error and Structure complex choices” (Van der Linden, 2018) – 

draws on the insights of behavioural economics and argues that by modifying people’s choice 

environment, they can be “nudged into” performing behaviours that can be more beneficial not 

only to themselves but to other people (John et al., 2011). 

 

 
26Rutter, T. (2015). The rise of nudge – the unit helping politicians to fathom human behaviour. Guardian. Posted: 
23 July 2015. Available at: https://www.theguardian.com/public-leaders-network/2015/jul/23/rise-nudge-unit-
politicians-human-behaviour 
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As Benartzi et al. (2017, p.1042) put it:  

 

“nudges do not impose material costs but instead alter the underlying “choice architecture,” 

for example by changing the default option to take advantage of people’s tendency to accept 

defaults passively. Nudges stand in contrast to traditional policy tools, which change behavior 

with mandates or bans or through economic incentives (including significant subsidies or 

fines).” 
 

While Loewenstein and Chater (2017, p.27) welcome the idea that public policy uses behavioural 

insights, they also point out that the fame of nudges has had unforeseen impacts as they 

dominate other alternatives by which behavioural economics could and should inform policy.  

 

While nudging can be a valuable and cost-effective tool to improve a wide range of public 

services (Hanley, 2018), it’s not without its critics either. Given the scale and complexity of 

different societal challenges, nudge and microeconomic approaches are certainly part of the 

solution – but they are not the whole solution.  

 

Kippin et al. (2015), for example, warns against being overly dependent on Nudge (p.21) and 

they refer to the work of Jan Selby who argues that “a narrow focus on attitudes, behaviour and 

choices (ABC) tends to miss out on, or understate the importance of at least five things”, and 

they go on to list the following five factors: 

  

“1. Society, including social structures and norms;  

2. Technologies, including infrastructures and their interaction with society;  

3. International differences, and the major contextual difficulties in transplanting one 

successful solution to a different setting;  

4. Politics, and the way political struggles and tensions often underlie social or technological 

changes, and;  

5. History, and its interaction with social, technological and political changes” 

 

Wilby (2010) raises another interesting point about the appeal of nudge: 
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“The premise is that if people act against their own best interests – by using drugs, eating 

junk, failing to save or taking out loans they can't repay – it is because of their individual 

behavioural flaws, not because of poverty, inequality or lack of hope.” 

 

Looking at a variety of public health issues (smoking, drinking, healthier diets, etc.), Marteau et 

al. (2011) argue that few nudging interventions have been evaluated for their ability to achieve 

change in the long term (p.264). They argue that there is an absence of evidence as well as 

evidence of little or no effect. They note that “the appeal of nudging [for government] is self-

evident” (p.263):  

 

“[nudge] proposes a set of seemingly simple, low cost solutions that do not require legislation 

and can be applied to a wide array of problems arising from our behaviour. In addition, the 

absence of legislation holds particular appeal for governments and others wanting a smaller 

role for the state in shaping the behaviour of its citizens”. 

 

Sanders et al. (2018, p.162) describes how in the early years of the Behavioural Insights Team 

they were mainly focusing on the “low-hanging fruit”, but they also hope to move beyond 

compliance as the only application of behavioural science. They express the hope that 

behavioural science could address more complex social issues (p.163), even if seeing 

improvements in complex problems might be “less immediate and more difficult to achieve” 

(van der Linden, 2018; p.208).  

 

Next to Nudge, the strategy ‘Think’ argues that through deliberation and dialogue – given the 

right context and framing (John et al., 2009, p.2) – citizens can make informed and better choices 

about collective actions, and achieve more effective, collective solutions (ibid.). This also helps 

them avoid being overly focused on their “short-term self-interest” (ibid.). 
 

While comparing Nudge and Think, John et al. (2009, pp.12-13) explains that “nudge plays to 

the role of the state as educator” and “the role of the policy-maker as paternalistic expert” – 

aiming to foster changes in people’s behaviour that are “more beneficial to them and society at 

large”. ‘Think’, however, believes that change is about “giving life to values that are discovered 

and brought out through debate and reflection” (ibid., p.14). 
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For the think strategy to be successful, the state needs to provide institutions that can help 

citizens deliberate (p.15) – an environment that “promotes listening and reasoned 

argumentation” (p.13) between citizens. But recommendations that develop from this process 

need to be followed up, otherwise participants are likely to become disempowered and “further 

disengaged from the political process” (p.15). The deliberative process requires greater costs 

compares to nudge (p.13). 

 

John et al. (2009, p.7) further argue that equal and free public deliberation is educational as 

people increase their understanding of the impacts of their actions. Deliberation, however, is not 

only about the exchange of information (ibid.). Participants are expected to justify their 

preferences and perspectives in front of others, therefore a “strong motivation to constrain self-

interest and to consider the public good arises” (ibid.). The authors also emphasise that the 

processes and norms of deliberation might not naturally emerge and need to be nurtured (ibid., 

p.10). 

 

Rainford and Tinkler (2011) argue that, in contrast to nudge, with ‘Think’ it is possible to get 

people to consider “controversial issues in innovative ways that allows for evidence and the 

opinions of all to count”. They further explain that this then could be used to point to and 

improve those social norms and behaviours that are to be changed. 

 

Linking the reviewed behavioural insights back to the design experiments of this PhD, Dubberly 

and Pangaro (2015, p.1) – in a conversation with my first PhD supervisor, Ranulph Glanville – 

construe “second-order cybernetics as a process for understanding and design as a conversation 

for action and for learning together”. They go on to describe that (ibid, p.2)  

 

“Action may either conserve or change a situation. In other words, design is a conversation 

about what to conserve and what to change, a conversation about what we value. Both design 

and cybernetic systems involve a process of observing a situation as having some limitations, 

reflecting on how and why to improve that situation, and acting to improve it.” 

 

In the design development of a new technology Van der Linden’s (2018, p.207; p.209) work on 

socially minded nudges can also serve as useful guidance in understanding the drivers of human 

behaviour. He argues that the most effective nudges seemed to be those that are socially minded 

– nudges that “reveal information about other people’s behaviour, raise normative expectations 
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about what is desirable, can be shared and transmitted online or offline and leverage social 

incentives that regulate individual and group behaviour” (ibid., p.207); therefore, tackling “deeply 

embedded social problems” (ibid., p209) will require the use of more socially minded nudges. 

Building further on this opportunity to apply socially minded nudges in practice, the idea of 

Think strategy seems to be an equally valuable guide in this enquiry. Think (John et al., 2009) 

argues that through deliberation and dialogue, given the right context and framing, citizens can 

make informed and better choices about collective actions, and thereby achieve more effective 

collective solutions. 

 

These three ways of thinking – raising normative expectations about desirable behaviours 

(socially minded nudges), enabling collective action and behaviour change through deliberation 

and dialogue (‘Think’) and conceiving of design as a way to create possibilities for others to have 

conversations, to learn, and to act (second-order cybernetics) – will provide the basis for my 

design experiments.  

2.4 Establishing my design experiments 

During this research phase, I had personal conversations with two energy experts, Dr Sarah 

Darby (Associate Professor and Acting Leader, Lower Carbon Futures Team, Energy 

Programme, University of Oxford) and Geoffrey Stevens (Technology Innovation Manager at 

the Future Cities Catapult, previously Technology Manager at the Energy Saving Trust).  

 

Both Darby and Stevens described how they had been working on projects aiming to engage 

consumers in more sustainable energy behaviours in the home, some with more success, some 

with less impact. Stevens explains that it is not because people don’t care about the environment; 

it is more that “people are overwhelmed with information and their day-to-day life in general, 

and they simply forget about their energy use” (notes from a personal conversation). The current 

modes of feedback (e.g. bills, smart meter data, etc.) are not salient enough in their day-to-day 

activities. By the time they get that feedback, they have already forgotten about the associated 

behaviour.  

 

Stevens believes that “a right advice at the right time”-approach could have a greater impact on 

energy behaviours. He envisions a solution that provides users with a small reminder of their 

behaviour at the moment they perform it (such as a message, sound, email, etc.) along with 
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information about the context of that behaviour. For example, “reducing your thermostat by 1°C 

would reduce the carbon emissions produced from heating your home by 10%” (Hannah, 2018).  

 

During our discussions, Stevens introduced me to the Carbon Intensity API27 and the UK 

‘gridwatch’, a website that shares data on the National Grid’s real-time status. For several weeks, 

he then sent me a message every day in the morning and in the evening during peak hours – 

reminding me that the grid was overloaded and that I should avoid using the kettle, dishwasher 

or other electronics.  

 

 
Figure 34. A screenshot from the website of the UK’s National Status (‘Gridwatch’) that provides real-time data on the UK’s national 
grid status.28  

 

This experience called to mind my childhood, when my mother would nag me about forgetting 

to wash my dishes or switch off the lights when I wasn’t in my room. When Stevens stopped 

messaging me, I noticed that I continued to think about the grid and started avoiding behaviours 

that would consume power during peak demand. The reminders were still playing in my head, 

even if he wasn’t messaging me anymore. It made me wonder whether I could design a 

technology that would provide similar reminders about pro-environmental behaviours. 

 

 
27Carbon Intesity API (2020). Available at: https://carbonintensity.org.uk/ 
28Gridwatch (2020). Available at: http://www.gridwatch.templar.co.uk/ 
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Figure 35. Sketching the idea of how AI assistants could be designed to send out a ‘trigger’, a call-to-action and ask everyone in the 
network to reduce e.g. their heating with just one degree to reduce the demand on a grid. This could be applied to all sorts of behaviours, 
e.g. water use or air pollution reduction challenge 

 

To test Stevens’ hypothesis, I set out to design a technological experiment that would encourage 

people to reduce their heating by 1°C as my first project. By designing an intervention that 

aggregates small, individual change through a network of connected technologies, I believed that 

I might be able to scale up individuals’ agency and circumvent policy change. Rather than 

designing and investing into the development of a new system or device, I decided to piggyback 

onto an existing system and network that already has a large community of users. 

Given their growing abilities, AI home assistant devices offered a potentially exciting opportunity 

to design the first experiment. 
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Chapter 3. The first two design experiments and research 

through design 

With a research through design process, Chapter 3 describe two practice-based experiments that 

were conducted to investigate digital assistants in the home and their potential for supporting the 

uptake of new behaviours that could reduce participants' social and environmental impact. All 

experiments are based on research methods of participatory design and action research. 

 

In the words of Frayling (1993, p.5), “development work” in which “a piece of technology” is 

customised to “do something no-one had considered before, and communicating the results”, 

and action research are both conducting research through design. Godin and Zahedi describe 

research through design “as an approach to scientific inquiry that takes advantage of the unique 

insights gained through design practice to provide a better understanding of complex and future-

oriented issues in the design field.” While Zimmerman argues that research through design is 

“the process of iteratively designing artifacts as a creative way of investigating what a potential 

future might be” (2010, p. 313). 

 

A research through design process led this PhD in the investigation of how potential new, more 

socially and environmentally minded, uses of current AI assistants could be designed in the 

future. Through close collaboration with participants in their homes and the ongoing iterations 

of the experiments, new qualitative insights are gained into the inner workings of these 

technologies and the assumptions built into smart home applications about human behaviour. 

3.1 The rise of AI assistants 

Artificial intelligence (AI) assistants - also known as digital or virtual assistants - are software 

agents that can perform tasks or services on someone’s behalf. Designed to interact with people, 

these devices may possess human-like qualities, such as natural language understanding, speech 

and facial recognition, or even mobility.  

 

3.1.1 Growing Abilities and Influence 

One of the earliest devices that might be called a digital assistant was IBM’s first speech 

recognition machine, the Shoebox (See Figure 4.8). As IBM archives explains, the device, 

introduced in 1962, could recognise 16 words and was capable of making simple calculations. 
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Using a microphone, an operator could dictate numbers and commands, such as “five plus three 

plus eight plus six minus nine, total,” and the machine would print out the correct answer 

(IBM100, 2019). 

 

 
Figure 36. A screenshot from IBM’s website of the IBM’s Shoebox: “Introduced in 1962, this early speech recognition device could 
understand 16 words: zero, one, two, three, four, five, six, seven, eight, nine, minus, plus, subtotal, total, false, and off.” (IBM100, 
2019).29 
 

Just over fifty years later, today’s voice-based AI assistants are capable of answering a variety of 

questions about people, geography, history, music, sports, and more. They can also learn from 

their users. The more time AI assistants spend with their users, the more data they collect to 

learn from, and the smarter they get (Anders, 2017).    

 

 
29Pioneering Speech Recognition. IBM 100. Available at: 
https://www.ibm.com/ibm/history/ibm100/us/en/icons/speechreco/transform/  
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Figure 37. A screenshot of Google Home  

 

3.1.2 Beyond Pizza, Taxis and Weather Forecasts 

At a public event in 2017, Amazon CEO Jeff Bezos said that ‘AI is in a golden age’ and solving 

problems that were once seen as science fiction30. Whilst this may be true behind the scenes at 

Amazon, the current use cases for AI assistants — like Amazon Alexa, Google Home and 

Microsoft Cortana — are much less imaginative. Designed primarily for home automation, home 

entertainment, and shopping — they offer their users services like ordering a pizza, calling a taxi, 

or playing their favourite music.  

 

 
30Kharpal, A. (2017). A.I. is in a ‘golden age’ and solving problems that were once in the realm of sci-fi, Jeff Bezos 
says. Posted: 8 May 2017. Available at: https://www.cnbc.com/2017/05/08/amazon-jeff-bezos-artificial-
intelligence-ai-golden-age.html 
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Figure 38. A screenshot from amazon.com of Amazon’s Echo Dot that “helps you play your favourite music, order pizza, request rides 
from Uber…”  

 

Designing a good VUI requires specialised skills such as computer science and linguistics. Still, 

there is an opportunity for designers to explore how AI assistants might be used for different, 

more socially and environmentally minded purposes, while keeping in mind that the devices still 

have considerable technological limitations.  

3.2 Project # 1: Getting to Know Alexa 

Developed by Amazon, Alexa is a cloud-based artificial intelligence that acts as the brains behind 

a family of smart speakers, such as the Echo and smaller Echo Dot.  These devices allow their 

users to initiate automated services or processes using their voice.  

The Alexa Skills Kit (Amazon, 2019) is “a collection of self-service APIs, tools, documentation 

and code samples” that make it relatively straightforward for a developer to create their own 

Alexa skills (Amazon Alexa, 2019). Developers can also use the ‘Smart Home Skill API’ to teach 

Alexa how to control various smart home devices, such as light bulbs and thermostats. By 

developing a skill of my own for Alexa users who are interested in shifting to lower-pollution 

lifestyles, I realised that I could reach out to a much bigger audience than if I were to develop a 

purpose-built system of my own. 

3.2.1 Project Description 

Connecting my Alexa to the live data of the UK's National Grid, I aimed to test whether I could 

encourage a small community of Alexa users to reduce their energy consumption or at least 

tweak their behaviours during peak hours – when the energy grid is overloaded (addressing 
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Anderson’s opportunities for near-term mitigation relating to 7. demand-side response in 

Chapter 2. p.70). 

 

Using a software called Twine – which is an open-source tool for telling interactive, nonlinear 

stories – I began writing scripts that would form the basis of my Alexa skill conversations – 

relating to different home appliances and behaviours – and the AI characters. This logic was then 

built into the code later on by a developer, Rebecca Jones. 

 

 
Figure 39. Writing the stories and possible conversation-branches in the software Twine (see a legible version in Appendix 2.), which are 
then encoded into Alexa’s energy skill 

 

 
 
Figure 40. Different conversation-scenarios between a participant and Alexa (called Home Assistant – HA – in Twine) that might 
happen and therefore different conversation-scenarios need to be encoded in the interaction with the HA in advance (see full conversation 
sample in Appendix 3.). 

 

I conducted these experiments from December 2016 to May 2017. In real life the possible 
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number of conversation-threads between a person and their AI assistant could be infinite. As a 

start, a dozen different threads of speculative conversation scenarios were developed in the code. 

I then connected all my domestic appliances through smart plugs to an Alexa Echo Dot.  

 

Although in the beginning of the thesis I set out the research to look at air quality, I felt that the 

behaviours would involve broader sustainability and environment-related challenges than solely 

air quality; therefore I gave a ‘working title’ to my Amazon skill: “Climate Pal”, or CP for short. 

In running the very first experiment to develop the different characters, I was mainly interested 

in how comfortable I would feel handing over control of my appliances to an AI. And how 

annoyed I would become over time, having to negotiate with the app every time I wanted to use 

one of my appliances.  

 

Developer, Rebecca Jones and I developed these three different characters to serve as prompts, 

so I could customise and discuss with my prospective participants what they would prefer their 

home assistant to sound and be like.  

The possible actions, questions and answers were operating on three AI characters: a “light, 

medium and hardcore environmentalist” (see the samples of the code in Appendix 4.). 

  

 

Figure 41. A screenshot of the code of the hardcore environmentalist AI. The user asks to switch on her appliances in peak hour, which 

the AI refuses: “Are you sure? I really don’t want you to ask this from me. Also, please do not do your laundry either, or mow the lawn 

or put the heating on…” 
 

Based on which personality the user downloads to the Echo Dot, Alexa would be more or less 

likely to intervene with the user’s decisions. The fine tuning of AI characters was limited by what 

was possible to ‘translate’ into an algorithmic conversation. For example, if you downloaded the 
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strongly environmentalist skill, Alexa’s algorithm runs by only one rule — save energy in the 

home during peak hours whatever happens, whatever the user wants. The stronger 

environmentalist the AI is, the more times the algorithm repeats the same advice in peak hour. 

 

 

Figure 42. Follow this link to see one of my conversations with my CP app in peak hour. Available at: 

https://vimeo.com/231939891 (Vimeo password is: Alexa). 

3.2.2 Limitations and findings of the first experiment  

Through repeated testing of my Alexa Echo Dot and with its current technological limitations, I 

soon realised that it was not possible to develop meaningful and engaging conversations with the 

device.  

 

In building an Alexa skill, I also realised that Alexa is a more closed system than I originally 

thought. At the moment, Alexa can only be triggered if the user starts a conversation by saying 

the name “Alexa”. With this limitation, it seemed that there would only be a remote chance that 

my prospective participants would engage with the device and start a conversation about 

sustainability (e.g. “Alexa, is this the right time to switch on the dishwasher?”, or “Alexa, have I 

showered already more than 5 minutes?”). 

 

In addition, remembering Stevens’s idea of giving “the right advice and context to people at the 

right time”, this approach seemed like the wrong way to test my hypothesis. In contrast, what I 

aimed to achieve was to enable Alexa to be triggered by the different sensors and behaviours that 
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were being monitored in the home in real-time. In this way, the device would be triggered by a 

participant’s given behaviour in the home and reminders would be automatic.  

 

After a few trials with Alexa to design this automation, I realised that I couldn’t access Amazon’s 

code to connect it to my set of connected sensors in the home. Unfortunately, this also meant 

that I had no way of evaluating the impact of my experiment. For the intervention to work I 

therefore needed to build my own home assistant device from scratch.  

 

Realising that I wouldn’t be able to develop on or work with an existing home assistant AI, I 

needed to adjust my research scope to answer my research questions and to use the level of 

sophistication needed. Unable to use Alexa’s code and develop a conversational AI of my own, I 

was unsure how to approach my second experiment. Without the AI element, I worried that the 

device would be reduced to a one-way informational tool, rather than one that could initiate a 

conversation as I had originally intended.  

3.2.3 Reflections on my own role in the experiment 

Most importantly though, I became really concerned that my Alexa skill would be yet another 

“persuasive technology” project - the same approach that I had been critiquing from the 

beginning of my research. I was building a closed system in which the goals needed to be 

precisely encoded into my algorithms – based on the set of rules that I believed would achieve 

‘desirable’, preventative behaviours. I fell into the same “trap” as many designers of top-down, 

persuasive technology interventions, who are often unable to achieve sustained engagement with 

their participants (Brynjarsdóttir et al., 2012). Here I was also reminded again of Mazé’s (2016b) 

question about the designer’s bias and how the designer is responsible for founding or opposing 

how sustainability is defined and “in what ways [sustainability] becomes practiced, normalized, 

and institutionalized” (Mazé, 2013, p.10). 

 

With all the learnings and technical limitations of my first experiment, and without a two-way 

interaction and a meaningful conversational-AI element, I decided to move on and take a 

different approach to answer my research questions. In May 2017, I started my second 

experiment.  

 

In my second project I set out to build a digital storyteller that used pre-recorded audio files. A 

digital social companion that would tell stories and recommend practical actions about 
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sustainability in relation to participants’ real-time actions in their homes, complement and 

interrupt their day-to-day activities. This idea was based on my initial experience of receiving text 

reminders from Stevens. 

3.3 Project # 2: Becoming an AI 

To enable more nuanced conversations with my participants and develop sketches for the best 

possible version of CP, I needed to operate with a very different mindset. Rather than imposing 

on people what they should do, I decided to have a conversation with them first. I needed to 

better understand them to be able to design a system and interaction that could best assist them.  

 

In that way, I might better understand what they want to conserve and what they want to change 

in their current behaviours – about what they value and prioritise in their daily lives and what 

activities they might be willing to change, if any. Instead of making my participants follow a set 

of prescribed behaviours, I decided to open up the discussion and offer something more like a 

‘carbon bank’ or ‘personal carbon allowance31’ - where they could negotiate activities on their 

own, with a weighted carbon footprint for different choices.  

 

This line of thinking raises the question: if Alexa doesn’t allow me to build a system with open-

ended conversations, how could I design one that would? To move beyond a pre-set, quantified 

approach to develop this experiment, I realised the best solution might be if I myself became an 

AI assistant. In this way I can observe, reflect on, iterate and refine my ideas for the future CP 

system. And most importantly, this observation and reflection will also help me realise some of 

my own assumptions and biases about these challenges.  

 

As Balint (2016, p.88) notes on first-and second-order cybernetics:  

 

“Engineers create a world that typically relies on first-order change, where the goals of the 

observed system are set and the observer in the inner loop is closely coupled with the goals of 

the system. The regulator of this system is (supposedly) not changed by the observation. 

Designers are explicitly coupled with the system through an observing paradigm, and they can 

 
31As Carbon Trust (2012, p.8) explains: “similarly to Nutritional Guideline Daily amount (GDA) – the amounts for 
the daily intake of calories and nutrients recommended for women, men and children – the personal daily carbon 
allowance (which could be expressed as a Carbon GDA) would be to provide a guideline daily amount of carbon 
that should not be exceeded. The assumption is that consumers could use this information to establish an 
environmental context for their everyday consumption habits.” 
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modify the goals of the observed system. Designers, architects, and artists can create and 

invent new rules, thus broaden the system’s paradigm by adding variety to it. This leads to 

new perspectives and can lead to novel outcomes beyond what an existing paradigm can 

accommodate.” 

 

I was deeply inspired by the 2016 PhD thesis of Fantini van Ditmar who in “Becoming Your 

‘SMART’ Fridge” took on the role of “a smart fridge software and collecting both quantitative 

and qualitative data” to question the algorithmic logic behind IoT technologies (Fantini van 

Ditmar, 2016, pp.124-125). 

Fantini van Ditmar looked at “how human lives are represented within the quantified 

approaches of ‘smart’ technology” (Fantini van Ditmar, 2016, p.1) and characterised this as “the 

Algorithmic Paradigm” (ibid.). She wanted to understand the logic behind algorithmic 

conversations and explored “questions of how complex, lived, human experience is 

oversimplified in the IoT”.  

By bringing second-order cybernetics into design research, in the context of the Internet of 

Things, her work emphasises the importance of the “observer”, that “smartness is relational” 

and calls for “a shift in perspective to create more meaningful interactions with devices in the 

smart home” (ibid.). 

 

When developing the Alexa Echo device, Amazon engineers initially faced major challenges with 

lag. When you asked Alexa a question, it could take two or three seconds for her to respond. To 

get around this problem during the testing phase, the Echo engineers relied on a human-

computer interaction technique called the Wizard of Oz (Bella & Hanington, 2012, p.204). 

Instead of building a working AI, they convinced users that they were interacting with an AI, 

which was actually being operated by an unseen human being.  

As Kim (2016) describes, “a human ‘wizard’ [sat] in a separate room and [responded] in real-time 

to any voice query that a human testing subject would make to the Echo, often without telling 

the tester in advance”.  

Following in Fantini van Ditmar’s footsteps and applying the Wizard of Oz interaction 

technique, I started to develop the second experiment. Since I couldn’t be certain whether my 

participants would own an Alexa-powered device, I needed to find an alternative device. The 

most practical choice was the current ubiquitous technology - the smart phone. The same way as 
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Stevens reminded me to switch off the lights and kettle in peak hours through text messaging, I 

wanted to recruit participants who would be up for exchanging messages with an ‘AI’. 

 

3.3.1 Finding a Suitable Technology for My Conversations 

Seeking to find a solution in which I could somehow ‘sound like an AI,’ I joined the Amazon 

Developer community and got access to Amazon Polly, a lifelike text-to-speech web service. I 

then set out to communicate with my participants by sending them audio files via WhatsApp. To 

take into account the current technological limitations of home assistant algorithms, I started 

testing whether I could send pre-programmed answers to multiple situations reflecting to 

multiple conversations with multiple participants (as an AI would). Therefore, I started recording 

pre-written audio messages.  

 

3.3.2 Finding the Tone of My Messages 

I also needed to decide on the tone of my messages. After reading numerous papers from 

Darling and others (Darling, 2017; Breazeal, 2003; Chang et al., 2013; Darling et al., 2015) 

discussing “the effects of encouraging or discouraging people to anthropomorphize robots 

through framing”, it became clear that this would be one of the most important questions in my 

experiments. Would a more familiar, friendly CP encourage better engagement with my AI or 

should it stay very limited in its expressions and language? Calling it a ‘pal’ - at least in my head - 

had already implied something friendlier. This raised a range of complex and challenging 

questions:  

 

● What kind of character/persona should be designed?  

● Should the participants decide on its persona and create their own pal?  

● What else – apart from the voice – would constitute a persona, that might be important 

in the success of the interaction?  

● Should a visual element be added to the design?  

● Moreover, should the participants know that I am effectively hiding in the machine?  
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Figure 43. The Turk, circa 1820. Photo © Joseph Racknitz, Public domain, via Wikimedia Commons 

 

Darling (2016) explains that “people tend to anthropomorphize robotic technology”, treating 

machines as though they are alive, while knowing they are not (p.2). She suggests that one of the 

tools we can use to promote this anthropomorphism is framing. She explains how personifying a 

robot through a name or, for example, providing a backstory to it, affects how people respond to 

robots.  

 

For example, there are reports of those served in the US military who suffered emotional stress 

after their robots were destroyed in combat or disarming landmines (Garreau, 2007; Garber, 

2013). In cases like these, Darling (2016) argues that designing lifelike qualities onto robots is 

undesirable, as the emotional attachment can hinder the intended use of the technology (ibid., 
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p.4). Keeping this in mind, I started to look into cases where anthropomorphism actually 

enhanced the acceptance and use of a robot.  

 

Darling further refers to other people’s research to highlight three important insights: referring 

to 1) Cynthia Breazeal’s work on digital social companions, she argues that “social robots are 

meant to partner with humans and should be designed to support human empowerment” (ibid., 

p.6), to 2) Kidd’s 2008 findings on how people who trying to lose or maintain weight will track 

their data for nearly twice as long when using a social robot compared to a computer or paper 

log method” (ibid., p.5); and lastly she refers to 3) Fasola and Mataric (2012) argument that 

praise and companionship can be good tools to motivate people to exercise more. These positive 

examples of social robots encouraged me to continue exploring the potential of AI assistants. In 

the case of CP, however, there is the added challenge of only having a voice-based interface. The 

interaction with CP will only embody human qualities and features through her speech, language 

and voice.  

3.3.3 The tone, frequency and format of my messages 

Through the Amazon Alexa Voice Design Guide (2018) I learned about the four key elements of 

conversations to remember when designing conversational experiences:  

 

“1) context (i.e. everyday conversations take many things into account besides just the words 

we speak, including why, when, and where we converse), 2) engagement (i.e. conversations 

are dynamic and require both parties to understand, respond, and then remember what the 

other participant is saying), 3) tone (i.e. face-to-face conversations are filled with personality, 

emotion, and even surprises; you never know what someone is going to say next; 

incorporating these quirks can make interacting with Alexa feel more like having a 

conversation) and 4) memory (i.e. conversations need to build on previous questions and 

answers, and account for prior context to make the conversation more engaging and relevant 

to the user).” 

 

Developing or researching how to develop an engaging voice character for the device was not 

within the scope of this PhD. The experiments applied existing AI voices available in the 

Amazon Polly library. 
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To define the right tone, format and frequency of the messages I collaborated with a 

professional usability tester, UX researcher and cultural anthropologist. Given her experience 

developing hundreds of apps and interfaces over the past 20 years, I thought she would be the 

perfect person to help me set the right tone and frequency for my messages, and also to set up 

the experiment and recruit participants in the most professional and unbiased way.  

 

First, we agreed that she would send a few lines on describing her daily activities. I didn’t want to 

conduct an in-depth interview or shadowing her, as I wouldn’t be able to do this with anyone 

else who might download the CP skill from the Amazon Skill Store. As I still needed to start 

writing up my questions, this was a good basis to understand her daily routine (see Appendix 5.). 

 

Using her schedule as a basis for my prospective conversations, I wrote and pre-recorded a 

selection of phrases, questions and responses for CP; some of the simpler and more complex 

ones (see Appendix 6.) 

 

 
Figure 44. Some of the pre-recorded responses to a possible conversation-flow 
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Figure 45. WhatsApp conversations between AI assistant, Johana and UX researcher 
 

After pre-recording the audio files, I started my first conversation with the UX researcher. Our 

experiment lasted for two weeks. I aligned my daily routine to hers and started to get up at 5:30 

am like a ‘good assistant’ would do. I asked the UX researcher to choose from the AI voices 

available on Amazon’s text-to-speech library. She chose the character, Johana to have 

conversations with.  

3.4 Findings of my second experiment 

During the experiment, the UX researcher was sending me feedback about the overall 

experience, the frequency and tone of my messages, so I could iterate my messages and suit her 

lifestyle better. She also explained that she had time messaging me mostly during her commute to 

work and on her way back home, and in the evenings. She didn’t have time to reply during the 

weekends. The UX researcher also mentioned that while she wanted to send me audio replies, 

she was usually in public spaces and felt shy about speaking to the AI in public. For this reason, 

she only sent text messages in the end.  

 

After this experiment, I wanted to start talking to a bigger group of people. The UX researcher 

helped me recruit a random group of participants whom I didn’t know. She helped me write a 

screener that outlined what kind of people we were looking for. We aimed at recruiting people 

who were already using Alexa, as they were the main target audience of this investigation and 
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those who had a degree of interest in or understanding of air pollution and climate change. 

Within the group she chose an even split of gender, age, socioeconomic background. The UX 

researcher used a ‘snowball system’ to recruit participants asking anyone she knew if they had an 

Alexa or friends of hers with an Alexa, or similar home assistant devices. 

 

The experience was very different and varied from participant to participant. One person was 

working from home and he liked receiving messaging anytime of the day and more frequently - 

even on weekends. Another one could only reply in the evenings or very early mornings.  

 

All participants were interested in different aspects of environmental challenges and daily actions. 

They all had very different knowledge and perceptions of air pollution and climate change. And 

whilst this made the conversations much more interesting, it turned out that I could only repeat 

the same, pre-recorded audio messages a handful of times; the conversations and reactions from 

participants were so varied that I needed to reply to almost every interaction with new 

recordings. Due to the effort involved in maintaining these conversations, I was only able to 

have four participants at a time.  

 

To apply the behavioural insights that I learned through the literature review (see in Chapter 2.) 

in practice, I set out to look at descriptive norms and how their effectiveness could be tested in 

the interaction with my participants. Supporting the argument of Goldstein et al. (2008) who 

explains how behaviours are often dependent on the beliefs people have of what others do and 

what people think others expect of them to do – and also van der Linden’s points on (2018, 

p.211) descriptive norms that can help set “normative expectations about what type of behaviour 

is ‘typical’ and ‘desired’” – provided valuable guidance in phrasing my messages.  

Click on the links below to listen to a short sample of a conversation between Johana and the 

UX researcher from the above screenshot (see the rest of the conversations in Appendix 7.) 
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Johana: 

 
 
Figure 46. You can listen to a reply sample to Participant 01’s message here (after opening the sound files please wait a few seconds for 
the file to load) 

 

Participant 01: 

So nice to get these 😀 

 

Johana: 

 

Figure 47. You can listen to a reply sample to Participant 01’s message here (after opening the sound files please wait a few seconds for 
the file to load) 

 

During the experiment my participants all provided feedback and recommendations on how 

their experience could be improved. Their preferences were varying greatly, even with four 

people participating in the experiment only. Some patterns were noticeable in their 

recommendations though: 

 

● Shorter messages tend to be more effective in the threads of our conversations (usually I 

kept the length of messages below 50 words);  

● Shorter messages were more likely to be listened in full (two of my participants didn’t 

have the time to listen to some of the longer messages, because they were in a rush to 

work or picking up their kids from nursery); and 
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● A series of tailored, brief messages were more effective than longer, more comprehensive 

ones (three of the participants preferred to receive action-oriented messages with clear 

suggestions on what to do about given behaviours) 

● Overall participants preferred messages that provided them with a broader context of 

why they should change a specific behaviour (e.g. how water use relates to heating and 

that to energy use) 

 

Some of these insights were consistent with the existing research, which shows that cognitive 

resources are limited (John et al., 2009, p.4). Many of my participants reported that they simply 

forgot about the messages or that they were too distracted by other things in their life to 

properly consider them before acting or performing certain behaviours. These insights raised 

numerous questions (see Appendix 8.) that needed to be addressed in further iterations of CP. 

To name but a few, this includes: 

 

● How important is this issue to my participants? 

● How do my participants formulate and make decisions? 

● What behaviours should CP promote? 

● What are the conscious and unconscious drivers of these behaviours? 

3.5 Limitations of my second experiment and reflections on my own 

role in the experiment 

Perhaps the most important insight I gained from the second experiment was that I had made 

Johanna too smart. By putting myself inside the machine, I gave her capabilities (such as 

humour, memory, and a tone of voice) that exceed the current limitations of present-day AI 

assistants. Participants reported to the UX researcher how they slowly became more emotionally 

engaged to their digital assistant. If my participants had been interacting with a real AI, the 

experience would have been much different. Being the human behind the AI, this experience 

reminded me to programmes that were going through the Turing test – Eliza who was imitating 

a psychologist, Perry who was programmed to imitate a paranoid schizophrenic, Catherine who 

focused on talking about Bill Clinton and Eugene Goostman who was given the persona of a 

thirteen year old Ukranian, so judges testing it interpreted the programme’s non sequiturs as 

cultural and language barriers (Gendler, 2016) – which all sounded incredibly human. While their 

conversations couldn’t be easily distinguished from a human’s, the lack of consistency in their 
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personalities and their inability to deal with brand new topics were strong giveaways. In contrast 

to these computer programmes, as I was taking on the role of an AI myself, I was able to 

respond with brand new content each time when a new topic or question arose, as well as 

provide the consistency of my personality. And in this sense, my second experiment exceeded 

the limitations of current AI home assistant devices. To be a more valid test of such a device and 

its potential for enabling behaviour change the interaction with my participants needed to be 

simplified. Therefore, with all the learnings from my first and second design experiment, I 

decided to take a new turn and started developing a third experiment to answer my research 

questions. 
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Chapter 4. Designing for individual and collective action 

through a technology enabler 

This chapter introduces two design experiments. First, it describes the design development of 

Climate Pal (CP), a system that builds on a custom-built, voice-based device that is connected to 

a set of sensors and online, open source datasets to provide feedback to that device. CP is the 

result or manifestation of the investigation process in which I aimed to understand how design 

research can be applied to change energy behaviours and thereby reduce pollution in cities. By 

applying specific insights from behavioural science in practice, CP was designed, developed and 

tested in the context of home assistant devices to explore their potential in enabling low-

pollution lifestyles in the future. Moving beyond mitigative behaviours, the third experiment is 

set out to develop a system that could shift the focus from pollution monitoring (measuring 

pollution that has already been produced) to pollution prevention (pre-empting pollution before 

it is produced).  

 

Second, this chapter introduces the development of the final design experiment of this Ph.D. 

that aims to enable collective action by connecting a small group of participants through their AI 

home assistant devices to reduce their environmental impact. 

4.1. Developing a new, custom-built device, Climate Pal 

In the third experiment, a new device known as Climate Pal (CP) was developed to answer the 

first research question and enable preventative behaviours through design for behaviour change, 

and test whether polluting and energy-intensive behaviours could be pre-empted before 

participants perform them: 

 

(1) Could a connected technology be designed to engender preventative behaviours and afford a 

more proactive role for citizens in making and/or supporting the decisions that prevent 

pollution in cities? (bottom-up, individual change)  
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Unlike current smart home devices which automate behaviours – such as Nest and Tado, which 

for example, switch the heating on or off at a given time – Climate Pal was designed to remind 

participants to take action or make decisions themselves. If a participant was about to leave 

her/his house with the lights or heating on, for instance, the device would ask her/him to go 

back and switch it off. The experiment builds on the ‘ritual’ of Steven’s initial text reminders to 

me (detailed in Chapter 2. Section 2.3); it tests the hypothesis that if participants are reminded to 

perform certain behaviours repeatedly, those behaviours will develop into persistent habits that 

continue even after the device has been removed from the household. 

 

The experiment tests this approach by introducing a ‘storyteller’, a digital social companion that 

reminds people to proactively shift their current behaviours to new ones while also provides 

information on “the wider contexts of their own actions” (Lockton, 2015; van der Linden).  

4.1.1 The design method 

CP is intended to provide a new, exploratory way to reduce individual energy consumption in the 

home. It tests the following design method: 
 
Table 1. What is already possible with current technological limitation of a home assistant device: 

• (1) A voice user interface or device that delivers and builds on specific behavioural 

insights  

• (2) A device that is connected to the Internet 

• (3) A set of behaviours that participants want to address (similarly to a personal carbon 

allowance/bank) 

• (4) A set of stories that give context to those behaviours 

• (5) A set of connected sensors – that provides a feedback loop between the participants 

and the system – are put in place:  

o a) to send data on participants’ current behaviours to the storytelling device in the 

home, which data then triggers the device to tell the right stories/give the right 

advice at the right time (participants can choose what kind of stories/reminders 

and character they want to match to a given behaviour);  

o b) to create a baseline how current behaviours are performed;  

o c) to measure the impact of the intervention and the degree to which it has an 

effect on participants’ behaviour (if any); and 
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o d) provide feedback to the participants on their performance by changing the 

stories accordingly;  

• (6) An online platform that allows participants to intervene in the system, customise the 

rules (e.g. tone of messages, high-level persona of AI, frequency of messages, type of 

stories and reminders) and the topics they want the stories to cover (e.g. food waste 

management, cycling, air pollution, plastic, water use, etc.), and lets participants even 

write their own stories to themselves or to others; 

• (7) A closed system in which data is owned by and only serve the interaction between 

participants and their own devices (privacy and ethical data management), they can also 

use the gathered data to observe and reflect on their own behaviours; 

 
[As technology improves, two important aspects could be added to achieve a better outcome] 

• (8) A conversational AI – to generate dynamic content 

• (9) A network of interconnected devices to test and explore the social aspect of this 

intervention 

 

In summary of these points and how they are applied in practice, a set of sensors provides a 

feedback loop (5) between CP, participants and the environment. The sensors infer participants’ 

behaviours in the home (5.a) by measuring motion, moisture, and temperature in real time. When 

a certain behaviour is detected (such as leaving the home while the heating is on or taking a 

shower longer than five minutes) a story is triggered in CP (4) that gives the behaviour context, 

describing its wider social and environmental implications. The information provided by the 

sensors is complemented by open data sets provided online, which also act as a trigger for 

certain stories (e.g. real-time air pollution data in their city, energy grid status). If a motion sensor 

detects that a participant is about to leave the home, for example, and the air quality that day is 

poor – CP suggests that he/she commutes to work by cycling, walking or using public transit 

instead of driving. The system then evaluates whether the participants behaviours have changed 

(6.b) and provides real-time feedback, either through praise or additional context (5.c) – referring 

back to Darling’s (2016) research on praise and companionship and how they can be good tools 

to motivate people.  

  

The CP system is closed, and participants own their data (7). Through an online platform (6) 

participants can customise the behaviours they are willing to change, the stories they want to 

listen to (e.g. food waste, air pollution, plastic, etc.). They can also write their own stories and 
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reminders, which can be also downloaded by other participants (e.g. family members, friends, 

colleagues). 

 

The development of CP started in November 2017. I worked with a two member-team: myself 

and a creative technologist, Tim Brooke.  

4.1.2 Participant recruitment and impact assessment 

It seemed crucial that CP satisfies two criteria: first, it would need to provide feedback on any 

change that occurs. Developing an impact-driven model is a crucial step that most air quality 

sensing applications currently do not provide; second, the design method would need to involve 

a more participatory process that gives people the opportunity to decide what they value, what 

they prioritise in their daily lives, what activities and behaviours they would be willing to change, 

and what are the triggers that might help them change those behaviours. 

 

Participants were recruited through a mass email distributed in my college dormitory by the 

administration office. I received interest from over forty-five families - but due to the high cost 

of the sensing equipment, I was only able to roll out the experiment in two households.  

 

However, looking through the insights from my discussions with energy experts, Professor Sarah 

Darby and Geoffrey Stevens together, my participants and I narrowed down the focus of 

prospective stories relating the following, underlying behaviours for the impact assessment 

framework to work. This included: 

 
Table 2. Chapter 4. – Three different actions to reduce energy use in the home 

 
 

Each of these behaviours required a sensor each to be able to establish a baseline. In contrast to 

the current vendor-led narratives around smart homes – which claim to change energy 
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behaviours by automation and control through a few set parameters only (discussed in Chapter 

2. Section 2.2; Hargreaves et al., 2018, p.127) – my ‘baselining process’ became a critique in itself. 

 

First, I had to find a sensor-set that had an open API. An open API was necessary to be able to 

access the real-time data that measured the current and future behaviours of the participants, and 

also for the interaction and feedback loop to work within the system. Each home had a set of 

sensors connected to the Internet and to each other. Each behaviour was translated into a 

‘sensor recipe’: 

 
Table 3. Chapter 4. – The different set of sensors that needed to be provided for a specific behaviour 

 
 

To be able to develop an impact assessment process, first the system needed to understand how 

participants had been performing the behaviours we agreed to observe and change before the 

experiment started. Each behaviour required setting up a separate set of sensors (detailed in 

Table 3.). To create a baseline and measure three behaviours alone (detailed in Table 2.), their 

flats needed to be filled with an array of sensors. 
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Figure 48. Ambient temperature sensors throughout the flat – on radiators and placed on the walls on 1.2 meters, for the most accurate 
results (product: Wireless Sensor Tags Canada) 
 

 
Figure 49. Humidity sensor in the bathroom (product: Wireless Sensor Tags Canada) 
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Figure 50. Magnetic door sensors (product: Wireless Sensor Tags Canada)32 

 

The system included a humidity sensor in the bathroom, to measure participants’ hot water 

consumption; and ambient temperature sensors located near radiators and on the walls, to 

observe how they used the heating in their homes. An additional door sensor was set up to know 

when they’re leaving or entering the house, so Climate Pal could say ‘goodbye’ or ‘hello’ and 

remind them to perform specific actions, such as ‘Hi there, good morning! What a sunny day! I 

see you're leaving to work. Do you mind going back and switch off the heating in the living 

room? It's going full blast. Thank you so much! Have a lovely day and see you tonight!’. (You 

can listen to CP here) 

 
32Wireless Sensor Tags, Canada. Available at: https://store.wirelesstag.net/collections/all 
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Figure 51. Testing the sensors and observing ambient temperature changes in my own flat. 
 

Also, to be able to apply some of the reviewed behavioural insights in practice – for example, 

how praise can be a good tool to motivate people to change their behaviour (Darling, 2016) or 

that people act in ways that make them feel better about themselves (Dolan et al., 2009) – it was 

important that these sensors provide real-time feedback to the participants and close the 

interaction loop. Ideally, when the participants start changing specific behaviours, the sensors 

measure these changes, which then further affect CP. CP then gives feedback on the participants’ 

performance and changes the stories accordingly. 
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4.1.3 The storyteller and the stories 

 

Figure 52. Raspberry Pi and speaker 

 

For recording the stories, I used Amazon Polly again, a text-to-speech program. The stories 

generated in Amazon Polly were downloadable and got uploaded to the Raspberry Pis. First, I 

decided to record with a voice called Justin. Later on, however, I sent the participants a sample 

of recording for each available voice on Amazon, so they were able to choose the one they 

wanted to work with. 
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Figure 53. Amazon Polly: text-to-speech program33 

 

A website was also developed (please find on link: http://18.130.190.92:3000/command) which 

contained all the core functions to control the fleet of Raspberry Pis home by home, the sound 

files uploaded on the Pis, and the triggers (the real-time data from the set of sensors: window, 

door, humidity, temperature) that switched on the sound files.  

 

 
Figure 54. Starting page of the open platform 

 
 

 
33Amazon Polly. Available at: https://aws.amazon.com/polly/ 



 
119 

 

  

 
 

 

Figure 55. The Commands page where the different homes were labelled Station 1, 2, 3. The different sound files that started playing 
whenever the door opened 
 

On the Commands page the different homes were labelled Station 1, 2, 3, depending on the 

number of participating homes. Door_01 was one of the sound files which got triggered when 

someone left their home in the morning. Each sound file was given a specific time limit. The 

morning messages were only played until noon, to ensure that morning messages were not 

played in the afternoon or in the evening. PlaySound was a button that could be used for testing 

/ playing each sound files in the drop-down menu. 

 

 

 

 
 

Figure 56. The platform contained a 1) Command Page, a 2) Sensor Page, a 3) Stations Page and a 4) Triggers Page 

 

‘Triggers’ were the door, humidity and temperature sensors that sent real-time data to the 

Raspberry Pi when the heating was too much, someone showered too long or left the house for 
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the day. Through the ‘Stations’ page we could see that the whole fleet was still online and 

working properly. The ‘Commands’ page was logging the actions of the different sensors and 

sent the commands to the Raspberry Pi. 

 

With the complexity of the open API sensor-kit, Raspberry Pis and speakers altogether, from the 

forty-five participants that I originally managed to recruit, I was only able to roll out the 

experiment in two families’ home. The original plan was to measure showering, heating and 

commuting behaviours through this method.  

 

 
Figure 57. The final device: humidity, door and ambient temperature sensors, Raspberry Pi (in a protective case) and a speaker 
 

For example, one of the participants starts showering in the morning the moisture peaks in the 

bathroom. If the peak is higher more than 5 minutes, CP starts talking about water scarcity and 

e.g. how we use so much energy to heat up water for people’s homes. It gives context to them 

why reducing their shower time would be beneficial to water scarcity in London. When the 

heating goes above 21°C CP encourages people to reduce the heating by 1°C and put on a 

jumper. When they leave the house to work it wishes them a good day and tells them about air 

quality data and how they could consider walking or cycling instead of taking their car. With 

participants’ consent, a baseline data was collected to see their behaviours before the 
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intervention. 

 
Figure 58. A scenario for reducing hot water use and showering time. Illustration © Niklas Hagemann 

 

The most impactful behaviour change would have been to reduce heating in the homes. With 

time limitations and unexpected technical challenges, I ran out of the heating season and only 

managed to develop the connection between the door sensors and the Raspberry Pis. Therefore, 

I wasn’t able to measure the impact of the intervention through the humidity and temperature 

sensors, even if I had the baseline data of participants’ heating and showering habits. 

4.1.4 The conflict between impact assessment and sustained user engagement 

Measuring participants behaviours through a set of sensors created yet another tension. In his 

critique of the approach of HCI and persuasive technology interventions, Brynjarsdóttir et al. 

(2012) points out that the “emphasis on sensing users’ behaviour means that [persuasive] 

technologies limit their focus to aspects of sustainability that are clearly measurable, such as the 

amount of electricity that a person uses” (p.951). They go on to argue that this leaves out many 

definitions of sustainability that HCI could address (ibid.). In short, HCI and persuasive 

technologies often frame human behaviour with respect to metrics that can be quantified, and by 
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doing that, these technologies limit their focus to aspects of sustainability that are clearly 

measurable (ibid.).  

 

During the third experiment I soon enough realised that addressing only those three behaviours 

(detailed previously in Table 2.) that were quantifiable through the set of sensors, and the stories 

that could be formed around those behaviours, were limited. My participants’ feedback made it 

clear that the repetition of the same stories quickly became boring. As Nicolas referred to it 

once, “we wanted to hear more interesting facts…even more facts, so it doesn’t become boring”.  

 

To sustain the engagement of my participants, I decided not to limit the stories to heating and 

water use only but open up the questions to wider issues of sustainability. Through encouraging 

small actions that an individual could take, the stories varied from food waste collection, air 

pollution and sustainable transport, in addition to electricity use and heating in the home setting. 

This also addressed the crucial point of Brynjarsdóttir et al. (2012) encouraging practitioners not 

to frame sustainability only through quantifiable things. 

 

Improving the user experience with CP and my aim to assess the impact of the intervention were 

in conflict. Through current metrics of sustainability and sensing technologies, I wasn’t able to 

observe the direct correlations between my participants’ behaviours in the home and the stories 

that might have enabled the biggest impact. This raised a number of questions on impact 

assessment and around new metrics or approaches that could be developed to understand social 

and environmental value, and the framing of sustainability itself, which all can be explored and 

tested in future iterations of the project. 

4.1.5 Outcomes and insights from the third design experiment 

Whilst the sample size and the duration of this experiment were limited to make significant 

claims about long-term behaviour change, this experiment still offered evidence for changing 

domestic behaviours through the deployment of a connected system in the home setting.  

 

The day-to-day (sometimes hourly), ‘neighbourly’ interaction and conversations with the two 

participating families, the testing and iteration of the device and the system in place allowed me 

to gain invaluable insights into human behaviour and motivation, and reflect on the assumptions 

that are made by current smart home devices in relation to those. The proximity to my 

participants and the detailed, qualitative aspect of the data gathered about their subjective 
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experience were the only ways I could iterate and fine-tune the user experience with CP. In this 

way, the device actually responded to participants’ needs in a more nuanced way and, in return, 

they sustained engagement with CP. The insights my participants shared with me were also 

crucial in developing the next iteration of the experiment. 

 

Overall, after the four-week long experiment, the feedback from my participants was 

overwhelmingly positive. As the dad, Nicolas from the Chilean family described: 

 

“In general, we were quite excited about having Climate Pal in our home. And every day it 

was kind of a surprise to hear new stories…although sometimes there were some repetitions, 

but there was an excitement from us to interact with her. Although we had it for only a few 

weeks, the interaction with it was regular and daily. We had expectations of hearing it and 

waiting for it to talk when we opened the door. It wasn’t only the technological novelty for 

me, but it felt as if it was taking care of us. And even after a few weeks she became part of 

our family.”  

4.1.5.1 Growing emotional connection 

Victoria, from the young couple, described enjoying the CP’s presence in their households – 

even without the conversational element. Even if I had been able to provide a conversational AI 

element in this phase of the technology development, with current technological limitations of 

AI assistants, the user experience would still not have been satisfying. For those of us who tried 

to have a meaningful conversation with our home assistant devices this probably doesn’t come as 

a surprise. While the technology has hugely improved in recent years, current AI assistant devices 

still have a long way to go before being able to conduct a real and enjoyable conversation. 

Moreover, the question remains how far these technologies can be developed and whether they 

will ever be able to conduct in depth and meaningful conversations about complex social and 

environmental matters. 

 

In spite of having these questions in mind, it still came as a surprise to me that even with a 

simple system like CP, within the first few weeks of the intervention, participants developed an 

emotional connection. As Victoria described:  
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“First of all, I just loved when she would talk. So, I would open the door and sometimes I 

would remember that she might talk, and I would sort of wait and see if she is saying anything 

and I was always happy when she did.” 

 

And as Nicolas noted about their experience living with CP: 

 

“We missed it when it was gone. When we opened the door, my kids were waiting for her to 

talk. But it was not there anymore. Although they still remember the stories, she told us. So 

they kept reminding me to follow the advices she gave…while we had her, it felt as if it was 

looking after us, that it was benefiting us in some way.” 

 

This raised further ethical questions that I hadn’t fully considered prior to the research. I didn’t 

expect how attached the participants would become to their digital companion and what it would 

mean to them when the device was removed from their homes. People’s emotional response to 

research experiments is something that needs to be carefully considered in future iterations of 

the experiment.  

 

Spending only a week with CP, participants started referring to the device as “our little friend” or 

felt bad when they left home, while the device was still talking: “once I was in such a hurry that I 

shut the door on her as I was leaving, and I heard her talking to me while I was walking down 

the hallway.” 

4.1.5.2 Learning about and breaking down sustainability into small actions 

Listening to the device’s stories every morning when they left the house both families said they 

learned about a variety of issues, some which they hadn’t considered before, such as water 

scarcity, meat consumption, or food waste collection. As Nicolas noted: 

 

“I think of us as a family with fairly sustainable lifestyles. We always walk everywhere for 

example. But it made me consider more on how we use single use plastic for example and 

waste management in the UK. Our little friend, I mean CP made us aware of this issue more.”  

4.1.5.3 Co-designing the stories 

In collaboration with the participants, I iterated the length and timing of the different audio files 

during the experiment to ensure the device didn’t become too annoying. I also encouraged the 
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participants to write some of their own trigger narratives and reminders that was then uploaded 

to their device. From their feedback during the process, I learned that the stories needed to be 

shorter, so they could listen to them fully. Long stories were too hard for participants to focus 

on, especially during the morning rush. As Victoria described:  

 

“Once I was in such a hurry that I shut the door on her as I was leaving, and I heard her 

talking to me while I was walking down the hallway. That was the only time I missed her. But 

these things didn’t bother me. I didn’t think she was annoying, or she talked too much. I 

really enjoyed having her and I would definitely have something like this in my house.”  

 

After testing a few iterations and changing the rules of the system to address my participants’ 

feedback, we settled on the right length of and their interest areas for the stories. As Nicolas 

explained: 

 

“In the beginning some messages were a bit too long when we were in a rush in the morning, 

but that was an improvement when they got shorter.” 

4.1.5.4 Infrastructural barriers to change 

While the motivation to perform the new behaviours were there with both families, some of the 

behaviours such as collecting food waste the participants didn’t have the opportunity or the 

necessary infrastructure in place to perform the uptake of the new behaviour. As Nicolas 

explained about his experience: 

 

“The challenge was when I wanted to start gathering food waste, for example, I realised there 

is no system set for me to properly do that. Someone needs to set these services in place for 

us first, so we can actually do them. Some other actions were in our power to do.”  

 

This result supports the same argument of those before me (Lockton et al., 2014a, 2014b, 2014c, 

2015; Marteau et al., 2014; Brynjarsdóttir et al., 2012; Shove, 2009; Ockwell et al., 2009;) that 

without the necessary institutional, structural and infrastructural changes in place individuals will 

not be able to alter some of their behaviours to reduce air pollution and mitigate the effects of 

climate change. 
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In the case of Victoria, CP made her especially conscious about her consumption of disposable 

plastics, such as carrier bags and water bottles.  

 

“This is something I thought a lot more since we had her. She would talk every time when I 

was about to leave home, it gave me an idea on how I could improve my own consumption 

and reduce my own plastic use. I really loved having it. It was nice to have that reminder 

before you run out of the house for the day.”  

 

Interestingly, this effect wasn’t always directly related to the content of the stories. It was 

surprising to see the connections she made between the different stories and how those made 

her think about her daily activities, sometimes completely indirect ways. For example, on a 

morning when CP told her about the impact of cattle on greenhouse gases emissions – she 

remembered to bring her reusable water bottle to school, to avoid buying a disposable one. She 

said she remembered to do this not because of the message about cattle, but because hearing 

CP’s voice reminded her of a previous day’s message informing her about the harm of disposable 

plastics. 

4.1.5.5 Unexpected outcomes 

There were also five quite unexpected outcomes with both families: first, listening to the 

interviews afterwards, both families remembered advice that CP gave them that wasn’t actually 

included in its programme of stories. It seemed as if the device started to encourage sustainable 

behaviours outside of the scope of the experiment. 
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Figure 59. A sketch capturing a dinner discussion between Nicolas and his in-laws visiting from Chile. Illustration © Niklas 
Hagemann 
 

Second, during this design research experiment, technical glitches became a source of novelty 

and led me to key insights that I hadn’t even thought of. One day, while the in-laws of Nicolas 

were visiting them from Chile, during the family dinner someone opened the door, which 

triggered CP to tell a story outside of its set hours. While they were eating some beef pie, the 

door triggered CP who, by complete coincidence, started talking about the importance of 

shifting towards a plant-based diet and encouraging them to eat less red meat.  

As Glanville (2009) argues while explaining the exciting similarities and differences between 

design and conversation:  

 

“in most models of communication, the concern is to reduce error, in design the so-called 

“error” may be a source of novelty. What is often thought of as error is welcomed as a means 

of enhancing creativity. This novelty comes from everything in the system working together.” 

 

Third, after listening to stories, both families described how they had conversations about the 

facts and actions. In the case of Nicolas, as mentioned in the previous section, his in-laws 

became part of the experiment (see interview in Appendix 10). Having listened to the stories 

together, they then discussed them as a family during dinner time. 
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Victoria and Ben described having their friends over for drinks or dinner and how they would 

also discuss and debate the topics and stories that CP shared with them: 

 

“My friends thought it was really interesting. When people were in the living room and she 

would talk. People were startling at first, but then everyone would be quiet and listened to 

everything she said. Which was nice because it caused a little bit of a ‘pause’ I guess.” 

 

Fourth, in a follow-up interview, Nicolas also described how his son started reminding him 

about things that CP had told them about, but that he had already forgotten. For example, his 

son asked him to carry grocery bags with them to the supermarket and travel to school by bicycle 

or scooter, even on the days when the air quality was good. 

 

 
Figure 60. Participants started reminding each other to the stories and advice that CP shared with them. Illustration © Niklas 
Hagemann 
 

Unexpectedly, the experiment evolved into design for family and/or household behaviour 

change. During our conversations Nicolas also described how CP’s reminders to observe and 

proactively participate in these small, daily exercises made him feel they were building a more 

positive future together for the long-term. The device enabled collective, cross-generational 
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action at a family-scale and had a greater collective impact than if it had focused on an individual: 

 

“My son reminded me during the day what she had said the morning before. My son has a 

better memory for these things than I do…This device tried to help us improving our quality 

of life, making things better every day to have a better future for my children.” 

 

This outcome brought me back to Van der Linden’s research (2018, p.211) that it is key to 

inform people about the behaviour of important others and raise normative expectations about 

what type of behaviour is “typical and desired”. The more people follow a behaviour, the 

stronger the “social signal becomes”– persuading others to further comply. The more people 

hear their friends, family and social circles talking about environmental issues, the more these 

issues will be viewed as risks that require further action (Van der Linden et al., 2015, p.759). 

 

The fifth and perhaps most delightful outcome with both families was that after CP was 

removed from their homes, they kept hearing her voice and advice as they were walking out the 

front door in the morning. This outcome was an effect reminiscent of Pavlov’s (Pavlov, 1927; 

McLeod, 2018) classical conditioning studies, in which dogs learned to associate a metronome 

with food and developed a new behaviour. My participants described how after CP was removed 

from their homes they continued to think about her voice and advice as they were walking out 

the front door in the morning. Both families reported that the feeling of anticipation that she 

would talk prompted them to change their behaviour, going back in the flat to grab a reusable 

grocery bag or switch off the lights. As Victoria described this feeling of anticipation in our 

follow-up conversation: 

 

“A few months after the experiment I was about to open the door that used to trigger CP, I had 

the thought…’wait a minute’, and I would remember to go back and bring a water bottle with 

me even without opening the door.” 

 

Lastly, both families described how they had a greater sense of trust for CP than they would have 

for a device like Google Home or Amazon Alexa. They explained that this was because they 

understood how the device worked, they owned their data and knew that data wasn’t being used 

for commercial purposes. As Nicolas described: 
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“I would have felt uncomfortable having an Alexa in my home. It is so corporate and always 

wants something from you and Amazon profiting from it. But I trusted this device as I knew 

how it worked. I saw what happens with my data. I owned the data.”  

4.1.6 Overall limitations of the project and recommendations for future 

development 

Our two-person development team faced a variety of technological issues during the 

development of the third design experiment. 

4.1.6.1 Improving user experience 

Both families expressed a desire to have follow-up conversations with their CPs.  With further 

development, home assistants can become better conversationalists and this challenge could be 

addressed. As Nicolas commented:  

 

“When she wished us a nice day, it was kind of nice to have her. Although it would have been 

great if we could interact with her and wish her a nice day in return.”  

 

Participants also requested that in further developments of CP would give them more feedback 

about how their behaviour was changing in the household. With positive encouragement, they 

believed they would be more motivated to maintain their new behaviours. This reminded me to 

the research of Fasola and Mataric (2012, p.2514) again, describing how praise and 

companionship can be good tools to motivate people to uptake and maintain new behaviours. 
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Figure 61. A sketch depicting how CP is connected to open datasets on the Internet to provide real-time information on air pollution, 
traffic congestion, weather, etc. Illustration © Niklas Hagemann 

 

Nicolas also said he would have preferred to listen to the stories while having breakfast or 

brushing his teeth, rather than at the moment when he was leaving the house. This was especially 

true for advice that required forward planning, such as choosing a different outfit or leaving the 

house earlier. This made me realise that I don’t only need to develop and provide the right advice 

at the right location, but also at the right time, as a series of behaviour changes are built on each 

other and need to happen before that one behaviour can be changed. The experiment suggests 

that a trigger device can indeed support these changes by intervening or disrupting people’s day-

to-day behaviours with the right advice, provided at the right time and at the right place. If 

necessary, at multiple occasions. Through real-time data that a more advanced technology system 

could gather and provide in the home – while also being connected to online data sources (e.g. 

carbon intensity of an electricity system, air pollution, weather, etc.), the advice, its timing, 

frequency and place could be changing flexibly, and reflect and evolve according to people’s real-

time behaviours and needs to support a low-pollution transition.  

 

Due to continual advancements in technology, this moment of disruption or this ‘right advice at 

the right time and right place’ approach can now be delivered to people. And while the value-

action gap is described as a conceptual gap or a psychological phenomenon, this line of thinking 



 
132 

 

raises the question: could technology enablers be designed to bring a missing feedback to the gap 

between value and action where no feedback was going before? Could this new approach 

support demand-side response strategies, enable the reduction of energy use, and bring energy 

production/generation and the interrelationship of energy supply and demand closer to everyday 

people and help them understand their own and others’ impact on the environment? 

 

This thinking is similar to how Donella Meadows (1999, p.13) describes the “missing feedback” 

in her 6th leverage point that “[it] is not a parameter adjustment, not a strengthening or 

weakening of an existing loop. It’s a new loop, delivering feedback to a place where it wasn’t 

going before.” Missing feedback is “one of the most common causes of system malfunction” 

and she argues that “adding or restoring information can be a powerful intervention” (ibid.). 

However, she also emphasises that it’s important that the missing feedback be restored to the 

right place and in compelling form explaining this through the example that “it’s not enough to 

inform all the users of an aquifer that the groundwater level is dropping as that could initiate a 

race to the bottom” (ibid.).  

 

The third design experiment can serve as a useful basis in the design development of similar 

approaches to behaviour change and how new technologies could be designed to understand the 

potential opportunities that lie in the established findings.  

4.2 Final design experiment – Enabling collective action through a 

network of AI home assistant devices 

To answer my second research question, a fourth design experiment was developed: 

 

(2) If networked, could a novel interaction be designed to stimulate societal demand for 

environmental regulation (top-down, systems change) and to aggregate the small impact of 

individuals to achieve a greater collective impact? 

  

The final experiment aimed at connecting a group of people together to enable collective action 

through a network of AI devices in their home that are connected to the Internet and to each 

other. To be able to answer the second research question, a set of home assistant devices needed 

to be connected together allowing a group of like-minded participants who owned such devices 

to collaborate with each other. The aim was to test whether and how the small impact or 
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behaviour changes of individuals could be linked up and achieve a greater, collective impact if 

they worked as a team.  

 

As the custom-built CP system developed in the third design experiment was not ready to be 

scaled up and to be tested with multiple participants, and neither was the technology developed 

to a stage that the devices could be connected to each other, the final experiment was built on 

existing Alexa-enabled Amazon Echo devices in participants’ homes that are already in a 

network.  

4.2.1 Applying behavioural insights from the literature review  

This idea was borne out of the literature review in Chapter 2 which, by providing a better 

understanding of the psychology of everyday people’s relationship with and perception of 

complex social and environmental matters, such as air pollution and climate change, has 

identified the main barriers to individual action. The most critical ones are perceived and actual 

governmental inaction and people’s belief that they do not need to act, as others do not act 

either (Ockwell et al., 2009, p.310).  

 

While helping participants better understand how to challenge government inaction through 

advocacy and stimulating demand for policy change, the aim was to test how new technology 

enablers might enhance people’s agency in taking meaningful action as a collective; through 

developing a sense of collective agency and by aggregating their individual actions at a scale, to 

help them overcome the perception that individual actions do not matter and are somewhat 

futile when it comes to the inaction of a whole world of other people.  

 

As there are millions of AI assistant devices have been sold worldwide, could they be used to 

enable collective action? And would the social aspect of the intervention would make their 

engagement and the changes in their behaviour more durable than if the intervention were to 

have stayed solely focused on individual action. 

 

The experiment was built on the learnings from behaviour science and social psychology, 

detailed in Chapter 2. Social psychology research suggests that it is hard for people to understand 

climate change if their lives haven’t been directly affected by it. Van der Linden et al. (2015, 

p.759) suggest that “public policymakers will need to appeal to both people’s analytical and 

experiential processing systems” and describe the impacts of climate change through personal 
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and local experiences, engaging narratives and metaphors (ibid.): “climate change risks need to be 

translated into relatable and concrete personal experiences”. 

Van der Linden et al. (2015, p.761) also explains that people’s daily worries override plans for the 

future. Therefore, replacing current narratives about a future and (both spatial and temporal) 

distant threats with the present, local challenges that are already happening in people’s immediate 

communities, might be more effective in sustaining engagement. 

Nesse and Baechler (2011, p.1) note that the “translation of abstract data into meaningful 

information for people to use, and tools to help them make a positive impact” might have a 

more enduring effect. These insights helped guide the development of this experiment. 

4.2.2 Combining the design research methods of the first experiments 

For these insights to be applied in practice, the experiment returned to design research methods 

that were tested in the first and second design experiments of this PhD, and it also brought back 

the principle of piggybacking on an existing network of Alexa devices in people’s homes. As I 

already owned an Alexa device prior to this PhD, the experiments were built on this device, 

however, they could have been run on any other platforms including Google Home, Cortana, 

Facebook Portal, etc.  

 

As Amazon Alexa and other home assistant devices on the market at the moment are not yet 

developed with features that the experiment required, the interaction was built from scratch. The 

only function that allowed the experiment to be run is Amazon’s recently released ‘drop-in’ 

feature, supported only on Alexa-enabled devices, that lets users connect instantly to others. This 

feature works like a walkie-talkie between two or more homes that allow users to connect to each 

other through their own devices.  

 

With current limitations of conversational AI assistants and to test whether such a new, socially 

and environmentally minded skill for these devices could be developed, I decided to act as an 

Alexa myself – reapplying the design method of the second experiment of this PhD. Again, I 

used Amazon Polly’s ‘text to speech’ function and recruited a group of participants who already 

owned an Alexa device and who also allowed me to use such an intimate function in their 

personal space. An expert UX researcher helped me to set the minimum length of the 

experiment to ten days, to be able to gain valuable insights without being too disruptive in the 

participants’ day-to-day lives.  
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After a four-month long recruitment process, the experiment was run with four participants, 

Jessie, Indira, Viktor and Heiko, with a fifty-fifty percent gender balance. One participant had a 

family, two participants lived in a couple, and one of them was a single person. Their 

backgrounds varied from project management, data science, design theory and creative 

technology. Their ages varied from twenty-five to fifty. As the experiment was not set out to 

convince people about whether climate change existed or not, the recruitment process was aimed 

at people who had already felt the urgency prior to the intervention that something needed to be 

done to reduce pollution and/or to avoid catastrophic climate change. 

 

 
Figure 62. Heiko, Indira, Viktor and Jessie listening to the evening feedback from CP on how they were handling their agreed daily 
action 

 

From the very beginning of this experiment the research insights of Frey and Stutzer (2006, p.9) 

were applied, who explain that:  
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“personal relationships foster intrinsic motivation. Mutual acknowledgment of one’s 

obligations and responsibilities is appreciated among friends, colleagues and family members. 

Thus, team-based or community-based structures provide motivational benefits.” 

 

Collective action motivates people to take action (Frey and Stutzer, 2006; van der Linden, 2018). 

Frey and Stutzer also explain (2006, p.10) that the more people participate in decision making, 

the more they will adopt decisions as their own: “the greater the possibility to codetermine, the 

more the citizens would adopt decisions as their own. Participation thus raises self-determination 

and is a precondition for reciprocity.” 

4.2.3 Developing the experiment with participants 

To help participants develop the feeling of ownership, they were asked to design the details and 

terms of the intervention themselves. They were also asked to share continuous feedback 

through WhatsApp messages to be able to customise the intervention to their ongoing needs. 

They set the ideal length of the experiment to fifteen days. The intervention included an 

onboarding email and ‘welcome’ message explaining the ground rules and setting their 

expectations, a survey (see Appendix 11), ten days of interaction with participants in their home, 

and conversations with them during and after the experiment (summarised in Appendix 12-15). 

They also received a set of AI voices that they could choose from to customise the assistant to 

their personal preferences.  

 

Participants also set the timings when they wanted their AI assistant to drop-in on them. They all 

agreed that the mornings and evenings, before and after work, were the ideal times for 

communication. As the drop-in function currently allows users to connect to each other’s homes 

without further notification – apart from a little circling greenlight and a short beep sound, an 

exact drop-in time had to be set to protect participants' privacy. 

 

They chose the topics they were most interested in learning more about. Participants also 

decided on the actions they wanted to trial. As one of the participants, Indira reflected on this 

(detailed in Appendix 15): “I liked that we could choose from the behaviours...it felt like we 

weren’t being told. CP was interested in the things that we also found important…” 
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Regarding the collective action element, instead of choosing one action by voting for the one 

they all favoured the most, participants asked CP to trial all four actions that were put forward, 

so the ideas of each team member could be equally represented in the experiment.  

 

As participants started researching and questioning the actions themselves, some of the ideas 

they asked the group to act upon – and the questions they raised about what could be possibly 

achieved – were also new to me, which made the initial experiment more interesting than 

expected and demonstrated the power of participatory design. 

4.2.4 Interaction through a combination of communication channels 

The experiment was working through two communication channels: the Alexa device itself and 

WhatsApp. WhatsApp was added, so that participants could listen again to messages if they 

missed their drop-in sessions, or if they found a message too complex. As participants did not 

know each other, each participant had their own WhatsApp channel with CP, and they were not 

directly communicating with each other. WhatsApp also helped to design trust with the assistant. 

Specific links to the research sources were shared in a follow-up message on WhatsApp. In this 

way, participants knew where the information came from and could expand their knowledge 

about subjects they wanted to know more about. WhatsApp also allowed them to have a 

minimal interaction with their AI assistant and ask follow-up questions. Two of the participants 

really enjoyed asking follow-up questions. If this experiment was ever productised, the evidence 

suggests that a platform allowing users to access messages and links anytime would be valuable. 

As Heiko explained (detailed in Appendix 12): “I really liked both the call at a specific time and 

the WhatsApp follow up, so I could relisten to the message if there was a bit of detail that I 

missed. I really liked that.”  

 

While the participants were all aware that I was acting as an AI, still they were excited to immerse 

themselves into the world of Climate Pal. As Indira mentioned: “After a few days in the 

experiment, oddly, I also forgot that it was you behind the machine…” 

 

I created a separate Gmail account for Climate Pal and I also asked the participants to add my 

phone number under the name of Climate Pal to their WhatsApp channel, so these little details 

might support them better immerse into the experience: 
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Figure 63. First ‘Welcome’ message to one of the participants, Heiko 

 

The participant survey was built with the help of a user research expert to make sure the 

questions were set right to gain the necessary insights to customise CP to participants’ needs. 

Jessie, for example, notes that she needed support in making more sustainable choices when 

buying beauty products, feminine hygiene, clothing choices, and what foods to avoid. Indira was 

more interested in the unintended consequences of different solutions, and the effect of being 

online and cloud storage on the environment. Heiko felt that he needed to change his behaviour 

from a morality perspective, specially living in a Western society, contributing more than average 

to the problem. He wanted to be more informed about holistic approaches to his actions. He 

was interested in the trade-offs between different decisions.  

 

Participants’ answers allowed the assistant to reflect on their interests in day-to-day interactions. 

Within the survey questions, participants were asked to identify what topics they were most 

interested in, and to describe moments when they would have appreciated some help in making 

an informed decision relating to sustainability and/or climate change  (e.g. what vegetables to 

buy, sustainable packaging, waste management, transport choices, etc.). The survey asked them 

to list behaviours that they believed to be polluting, and the behaviours they were willing to 

change and the ones they were not. Participants were all willing to change their diets, food 
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consumption and shopping habits, and their heating and water use. For three participants, flying 

is the only option to visit their families abroad and the last participant works across Europe and 

needs to travel for work.  

4.2.5 Designing trust and sustain motivation 

The first half of the experiment was more of an onboarding process. The assistant introduced 

the participating team members one by one. Each day someone else was featured. The assistant 

introduced them by their first name and some information on their background. The assistant 

then shared with all participants some research and advice on the topics the featured participant 

wanted to learn more about. These varied from food waste management, the future of aviation 

and fuel efficiency, plant-based diet, deforestation and active travel. Their ‘AI’ followed the 

current limitations of voice user interfaces and did not exceed them. For example, the assistant 

knew about the weather, as open APIs are available on weather data and that is something Alexa 

is already able to provide for users. So, their assistant said things like: 

 

“Hi there, I hope you had a wonderful day today, and perhaps managed to go out for a short walk to enjoy the 

sun.”  

  

The rest of the messages were solely built on the survey responses, the research topics and 

participants’ follow-up questions (see survey responses in Appendix 11). The phrasing of each 

message was built on learnings from the literature review, which reveals that, in parallel, both 

governmental and individual action will need to be taken to transition to a low-pollution society. 

Therefore, each message offered research on actions that individuals can take, as well as on top-

down actions and policy change that governments will need to implement to address the given 

challenges. This part of the message was specifically set out to address the first aim of the second 

research question, which was to stimulate societal demand for environmental regulation. 

 



 
140 

 

 
 
Figure 64. Each day, the first half of the voice message was introducing/featuring a participant and their background, and their own 
thoughts and challenges about taking action 
 

 
 

 
 
 

Figure 65. The second half of the voice message was introducing the topics participants wanted to discuss with their teammates 



 
141 

 

 

 
 

Figure 66. The third part of the message was introducing the systems and political aspect of meaningful change 

 

Every morning and evening, the voice message and all the links to the research sources were 

shared with participants in a follow-up message on WhatsApp.  

 

Morning messages were no longer than 3minutes and evening messages around 50 seconds long. 

The length of the messages was guided by the learnings and iterations of the second design 

experiment in Chapter 3., to ensure they were not disturbing participants’ everyday life. 

 

All participants reflected on this as part of our conversations during and after the experiment. As 

Jessie described: “the length of the time of those check-ins was perfect. Any longer I imagine my 

thoughts would start drifting off.” 

 

Mornings were about introducing new information and evenings were geared more towards a 

brief check-in, building trust and continuity with the device, and sharing some reflections on the 

day and group achievements. The initial number of check-ins were recommended by the expert 

UX researcher whom I was consulting with prior to the intervention. She suggested to start out 

with two check-ins a day and iterate the process according to participants’ needs. 

 

Participants follow-up questions demonstrated the difficulty of addressing complex social and 

environmental matters without oversimplifying them. Relating to the given voice message-

example above, one of the participants, Indira, asked the following question:  
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Figure 67. An exchange of WhatsApp messages with one of the participants, Indira 

 

It took four days of research and more than 15 different articles for me to be able to answer 

Indira’s question in a balanced way. This highlights the current technology gap and ongoing 

challenge to designers of AI assistant devices for how they might address or respond to complex 

questions while people interact with these agents.    

 

Participants’ follow-up questions were always complex and unexpected, which made me, the 

designer of this whole experiment, constantly reflect on my own practice, assumptions and 

expectations of how this experiment might turn out. It also made my own experience as part of 

this project more interesting than I had ever imagined. Without a two-way communication 

system, I would have never gained a better understanding of how participants had perceived my 

messages either and where they needed further help or explanation. It was a good and repeated 

reminder of how similar technological applications and designers of such interventions have a 

huge responsibility in shaping people’s perception and can help demonstrate the complexity of 

each intervention or policy decision, and how those can also have a series of unintended 

consequences. 

 

Moreover, the experiment has raised a fundamental challenge with the limitations of and points 

to the depth of conversations that could or could not be possible with AI agents. Understanding 

the trade-offs between being able to efficiently automate something – that still can have a 

potential impact in enabling behaviour change – and being able to facilitate a deep and informed 

two-way discussion that requires a human will be necessary. 

 

In the second half of the experiment, CP asked participants to take the learnings from the 
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experiment and apply it through a set of real-life actions. The participants were asked to design 

one action each that they would act upon as a group. The outcome of their collective action was 

shared with them at the end of each day.  

 

Three out of four participants were all fans of cooking and interested in changing their shopping 

habits, therefore, the actions they set during the trial were mainly focused on these topics:  

 
 

 
 
 

Figure 68. CP is giving instructions to the participants on the actions they wanted their team members to sign up for 
 
 

After a few days all four participants started reporting back about the actions they were 

taking. They were acting upon the same behaviours, sometimes on different days. Indira, for 

example, shifted to plant-based food only, and started using some food she would normally 

throw away. By going plant-based, she realised how much animal produce she does use in a day, 

and then substituted oat milk for cow’s milk.  

 

In their reflections (detailed in Appendix 12-15) participants described that they developed an 

emotional connection with CP. As Jessie noted: 

 

“The overall experience was quite exciting. It became a point that I was looking forward to 

it...which I know is cheesy. It was really exciting to get that little bit of injection in a fun and 

light-touch way. I felt really sad hearing the goodbye message...” 
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Heiko described how the intervention has also helped him in forming new habits:  

  

“I have to say it was really interesting. I was disappointed when it finished...I really enjoyed 

the consistency of it. You know…getting something every day. Because that helps you to 

keep it on top of your mind. The biggest problem with these behaviour changes is that it’s so 

easy to start with good intentions and then slipping up…the device helped me form the 

habit. I made the point of being with the device to hear the messages.” 

 

They also shared some invaluable insights on how their experience could have been improved. 

4.2.6 Outcomes of the final experiment 

Participants all managed to sustain their motivation and engagement because of a few distinct 

social incentives that could only be revealed by developing and iterating the final design research 

experiment to address the second research question: 1) the feeling of responsibility for their team 

to succeed and the importance of social conformity and belongingness; 2) the continuous 

feedback they received, which allowed them to learn from each other, observe and practise their 

new skills; 3) the motivation they were gaining by hearing that all of them in the group were 

sticking to their commitment to making it work; 4) their intrinsic concerns and curiosity about 

the welfare of their team members (after they started developing a connection); 5) the motivating 

force that they were enabling greater impact as a group than they would be able to achieve on 

their own, 6) the right balance of group interaction and anonymity that encouraged them to 

participate in the first place and 7) the element of trust, transparency and joy that derived from 

working with real people through the machine. 

 

First, the feeling of responsibility for their team to succeed, of social conformity – the act of 

matching their behaviours to their group’s actions and norms – and of belongingness – their 

need to be an accepted member of the group and to be a part of something greater than 

themselves – are proved to be equally crucial.  

 

As Heiko described it: “doing it as a team, you don’t want to be the first to slip off. There is the 

social element of sticking to the experiment, that makes you much more conscious of your 

actions.” 
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Jessie explained her experience similarly: 

  

"I liked knowing that there were other people taking part. I didn’t feel a specific connection 

to them, but if anything it made me more aware of making sure I was on top of things...it 

wasn’t only that CP was asking me to do something, I knew there was a group out there and 

it would have an impact on other people. I realised other people committed their time and 

effort to make a difference, and I would let people down if I didn’t partake. But I think that 

was a good thing. It wasn't a pressure...it just made me more mindful that other people are 

involved in this. This helped me stay motivated.”  

 

Second, the continuous feedback they received on how their team members were doing day-to-

day, including where they succeeded and failed in their attempts of taking action, also proved to 

be a key element of participants learning from each other and building their skills. As Viktor 

described (detailed in Appendix 14): “I wanted to know more about how the others trialled an 

action and what barriers they faced, why they failed to achieve taking an action successfully. I 

would be less interested in collaborating with twenty people but with no details on how they 

were dealing with their challenges.” While Indira noted:  

 

“I really loved the links between the four of us...that you weren’t on your own doing it. That 

link motivated me...I enjoyed hearing how they were doing, what they were up to that day, 

how they were dealing with our set challenges and actions in their own life.” 

 

Third, participants reported how hearing that all of them in the group were sticking to their 

commitment as a team was a key motivating factor. As Heiko referred to it:  

 

“I think what would have made a big difference if other people had dropped off the 

experiment. As everybody stayed on...it felt that we as a group, as a collective were moving 

forward. Energy feeds off energy...as long as people continue to move towards a goal, it’s 

really motivational to continue.” 

 

Depending on the group size and the overall impact on the dynamic of a group, the findings 

suggests that in future iterations of such a service or product will need to account for the risk of 

decreasing motivation and carefully design how participants opt-out. 

 



 
146 

 

Fourth, participants described how they kept thinking about each other during and after the 

experiment. As Viktor described in one of his follow-up notes:  

 

“We are few weeks after the intervention, and I am still thinking about my teammates. How 

they might be doing, whether they continued the actions and what changes in their lives they 

manage to keep up with. Sometimes when I do something that I know it’s not 

sustainable…like the other day I took a plastic bag from the grocery store…and I was 

catching myself thinking what they would think of me…that I could not blag this if they were 

still around. They seemed to be too smart to just buy into substitute or fake actions instead of 

real ones. Also, sometimes when I feel hopeless about what to do in a situation, or which 

decision might be better for the environment, I am thinking they might feel the same way as I 

do …” 

 

Fifth, the sense that they were enabling greater impact as a group than they would be able to 

achieve on their own also sustained motivation and engagement with the intervention. Viktor 

described this through an idea of a future service: “in the future, with services like this one, 

having an assessment of our collective impact…would keep me, and the others, motivated that 

we’re making a difference.” 

 

Sixth, participants were not directly talking to each other but only connected through CP. The 

artificial element of their pal gave them more anonymity. It seemed that interacting with an AI 

assistant/machine as part of the interaction, rather than with a real person, helped participants 

feel less ashamed when they could not perform an action. As Heiko described this in one of our 

conversations: 

 

“I know myself. I will slip off eventually. And I need to steer myself back onto the right track. 

It is so much easier to confess that you slipped off to a machine than to a person. As a 

machine doesn’t judge you. If I feel that there is a chance that I get judged, I tend to interact 

less. To me, the machine is something that connects me to the group but also shields me 

from the judgement of the group. But helps steer me back to the group. For me being 

artificial is a positive attribute." 

 

This machine ‘middleman’ created a ‘boundary’ between participants and helped improve the 

experience of more introvert personalities in the team. As meeting their team in person was not a 
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compulsory element of taking action collectively, they felt less pressured joining the experiment. 

As Heiko noted (detailed in Appendix 12): 

 

“I am an introvert. For me it would be really hard to meet a group of people I have never 

met. Eventually I think I would want to meet them, but I prefer first being onboarded in a 

virtual way and then meeting later in the experiment.”  

 

Seventh, participants reflected on the element of trust, transparency and joy that derived from 

working with real people through the machine. They felt it was crucial that they were working 

with other people, even if through an AI assistant device. That they were part of a community of 

real people. Indira noted the following thoughts: “I wished to have continued...particularly, as it 

felt like a community...they were real people, not something a computer made up…”. This 

insight can be valuable to designers of AI assistants and other technology enablers to understand 

how to balance the human and community element with automation and scale.  

 

Indira’s reflections on the elements of trust and transparency also came from the community 

aspect of the intervention. These aspects of sustaining motivation and engagement also need to 

be accounted for in the design of technology enablers. She trusted the people she collaborated 

with: 

 

“I liked to get to know about topics I wasn’t interested in but the others in the team 

were...participants were not from a big corporation...it’s not what the company wanted me to 

hear, but what the other participants wanted me to learn about...it built trust instantly.” 

 

Future iterations of the experiment could also look at the barriers, potential opportunities and 

emotions such as empathy and personal bond that derive from face-to-face, direct contact 

between participants, which this experiment was not set out to do. 

 

Furthermore, next to the social or collective aspect of the intervention, the other key elements of 

the interaction that participants valued the most and helped them form a new habit were (see 

detailed reflections in Appendices 12-15 as well as Chapter 5. from Section 5.1.6): 1) the 

excitement about new learning, 2) the daily surprise or unknown aspect of the challenges that 

they were looking forward to trial, 3) the capacity building and the change they gained in their 

perspective, 4) the consistency and repetitive nature of the interaction, 5) the novelty of the 
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interaction with Alexa (that gave a new use for their existing device), which device then also 

became the symbol of their commitment to change. 

4.2.7 Questions and recommendations for future development 

Participants shared a number of ideas about how they might use a similar service or product in 

the future. First, they wanted a trusted assistant that would keep reminding them to stick to their 

new habits and that they could also rely on with complex and nuanced calculations or decisions 

comparing any given choices.  

 
Figure 69. A sketch depicting how Jessie would use such a service: “The way I would have loved to use such a service like this, that I 
could just speak to Alexa and she knows my location anyway, and I could ask her to give me the most sustainable meal that I can 
make. With, let’s say, the broccoli in my fridge...she can have all the data in the background, what would that look like in my local area, 
where I am in the world, she can go that step further...she can actually start advising me on specifics in relation to my local area and 
interests.” Illustration © Niklas Hagemann 
 

As Heiko described this need in one of his messages: 

 

“To me, it would really help me, if this was ongoing, to keep the habit and the consciousness 

of always reflecting on my actions in terms of sustainability. I would use this outside of my 

home as well. Being able to say, from a sustainability point of view, from two decisions which 

one is better. A tin can of ready beans from New Zealand, or the dry beans that take 2 hours 

to cook on the oven...using that energy for cooking takes a long time. Which one is more 

carbon-intensive? These kinds of decisions and comparisons, to make a more informed 

decision, are extremely helpful.”  
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Participants also expressed different views on whether they wanted to be part of a more local or 

a global network of people. This depended on their life experiences and personal preferences. 

Viktor would have preferred to have some local people from his neighbourhood “to discuss 

[their] experiences about shopping.”  

 

 
Figure 70. A sketch depicting Viktor’s idea on a local network of people: “It would have been nice to have some local people on it, who 
live in the same neighbourhood...so to discuss our experiences about shopping. Give me more information on where I get things where I can 
do plastic free. That would be helpful. Or from my own circle or teammates, can they share what they’ve learned and how I can follow or 
find where they find solutions that worked successfully...” Illustration © Niklas Hagemann 
 
 

While Jessie said the exact opposite:  

 

“I think because of my upbringing, I would find it very exciting that they are from different 

parts of the world…different countries, perspectives, what their worlds’ look like, seeing the 

challenges they have day-to-day…” 

 

The key question and opportunity for the future remains the extent to which we can achieve an 

aggregated change through a larger set of real AI assistant devices. 
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With further development, a number of possible avenues can be explored, including linking 

stories and activities to the real-time load of an electricity grid – supporting governmental aims 

with demand-side response strategies, or applied in applications of local, community microgrids 

where generation as well as consumption (and the balance between them) comes into 

consideration. 
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Chapter 5. Discussion  

Challenging the current assumptions embedded in air quality sensing technologies, this thesis 

demonstrated how design research can offer new and practical ways to enable low-pollution 

lifestyles through a series of design experiments. This included the development of four design 

experiments, including a purpose-built home assistant device and an experiment that enabled 

collective action amongst a group of participants through a network of connected AI assistant 

devices.  

 

The four design experiments set out to test how technological enablers could be designed to 

shift the focus from solely monitoring, visualising or observing pollution that is already out there 

(mitigation) to help people prevent pollution from being produced in the first place (prevention). 

 

Current design approaches to smart applications often have a reductionist take on human 

behaviour. They set out to find patterns, make predictions using computer algorithms and 

establish statistical claims that might undermine their efforts to actually understand the nuances 

of what drives human behaviour and how those drivers could be utilised to help people 

transition to low-pollution lifestyles and become more sustainable. The capability of design 

research – that values subjective and complex details as ingredients to develop more rounded 

solutions – can help address the tension between 1) averaging, simplifying and automating any 

given idea or solution and 2) understanding the complexity of human behaviour and ever-

changing needs of people, and how those could be better balanced in technology design. 

5.1 The major findings of this thesis – Do not design for behaviour 

change but design for the change before behaviour 

To enable behaviours that prevent pollution in cities, the evidence so far shows that two steps 

are first necessary. The first step is to provide the necessary structural, infrastructural and 

institutional enablers of sustainable behaviour such as investment in dedicated cycle lanes and in 

food waste management, which can enable faster, more positive and impactful change in 

individuals’ behaviours (detailed through multiple examples in Chapter 1. Section 1.1.; Chapter 2. 

Section 2.1).  
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As explained in detail in the COM-B model in the literature review (in Chapter 2. Section 2.3.3 

Models, strategies and frameworks), for any behavioural intervention to be effective and for this 

change to happen, capability, opportunity and motivation also need to be present. 

 

West and Michie (2020) explain that the greater the opportunity and capability are the more likely 

a behaviour is to occur, but only when motivation is present, and the person is more motivated 

to enact that behaviour than any other behaviours. The authors go on to describe (ibid.): 

 

“the more capable we are, or believe we are, in enacting a behaviour and the more conducive 

the environment is to enacting it, the more we tend to want to do it. When a behaviour is 

difficult, or we believe it to be so, we are less motivated to do it”.  

 

If these key foundations are in place, technology interventions have a greater chance to succeed. 

 

With similar aims to this enquiry, Lockton et al. (2014a; 2014c) explored the sonification of 

energy data in households, as a means to make energy more ‘visible/audible’ and encourage 

householders to consider their energy consumption in near real-time. Building on Lockton’s 

thinking around energy displays, and visual and audible feedback and also moving beyond 

sensory feedback of near real-time energy use in the home, I set out to shift the focus to 

designing a technology enabler that helps pre-empt polluting and energy-intensive behaviours 

before they even happen. 

 

As a result of the first three design experiments, a new argument has started to emerge. Design 

for behaviour change – the field I aim to make a significant contribution towards – may focus on 

the wrong side of behaviour. Current projects and visualisations in the fields of design for 

behaviour change, HCI and persuasive technologies either focus on 1) the behaviour while it is 

being performed (e.g. the kettle is singing to remind people that they are using electricity to heat 

up the water) or 2) reporting about the behaviour that has already been performed (e.g. an energy 

bill detailing how much electricity and water we used last month).  

 

The prevention-focused technology design experiments in this PhD set out to understand the 

third or ‘Stage -1’ side of a behaviour, the moment or space right before a behaviour occurs. 

With the design of the right disruption or pause – that, due to continual advancements in 

technology, can now be delivered by a technology enabler, the evidence established through this 
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PhD demonstrates that this space or moment can be taken advantage of to shift people’s 

behaviour before they start performing an old behaviour. Subsequently, it is also argued that – 

while it is difficult to identify and address all the reasons for the discrepancy between people’s 

values, intentions and actual behaviours or actions – technology enablers could help in efforts of 

closing the ‘value-action’ gap and deliver feedback to a space where it was previously missing. 

But this shift is only possible if the key foundations (detailed above in the beginning of this 

section) are in place and the 1) right advice is designed and delivered at 2) the right time with 3) 

the right frequency, and in 4) the right place and context.  

 

The third design experiment can serve as a useful basis in the design development of similar 

approaches to behaviour change and how new technologies could be designed to understand the 

potential opportunities that lie in the established findings.  

 

Instead of designing for the behaviour to change, this enquiry focused on designing for the 

change before a behaviour is even performed. The findings suggest that if a person wants to shift 

a behaviour with the help of a technology enabler or digital social companion (e.g. reducing their 

hot water usage, their choice of food), they also need to be supported in all the changes that lead 

up to that specific behaviour (e.g. to change their commute in the morning, they will need to 

know that way in advance, so they can find the right outfit to the specific mode of transport).  

 

The insights drawn from the discussions I had with the participants of the four design 

experiments (during and after the experiments) have resulted in a set of new technology design 

principles (see the summary of participants’ reflections in Appendixes 12-15). These design 

principles could serve as a valuable guide for other interaction and technology designers. The 

ordering of them does not reflect on their importance: 

5.1.1 Create a collective experience and a shared purpose with and for your 

participants 

The third experiment evolved into design for family and/or household behaviour change 

through the shared experience that the intervention created. Participants described how the 

technology enabler encouraged them to observe and proactively participate in small, daily 

exercises, which made them feel they were building a more positive future together with their 

families through this shared experience.  
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The device enabled collective, cross-generational action at a family-scale and had a greater 

collective impact than if it had focused solely on an individual. The evidence emerged through 

this enquiry suggests that technologies that are deliberately designed to involve more than one 

person from the direct social circle of an individual – and allow them to simultaneously interact 

with the technology enabler – might have a more successful outcome in enabling sustained 

behaviour change (see interview sample Chapter 4. Section 4.1.5.5, pp.125-126). 

 

By connecting a group of strangers through an Alexa device, the final experiment also created a 

shared, collective experience but beyond those in participant’s direct households. Future 

iterations of the experiment could compare whether the impact of facilitating a collective 

experience within a family/household or facilitating a collective experience between different 

households working towards similar aims could be more powerful in sustaining motivation, 

engagement and change. 

5.1.2 Transmit social incentives and set the right social signals  

Behaviour is 'contagious' and setting the right examples may have the fastest impact in 

addressing pollution (Frank, 2020). Relating to the design of a collective experience and shared 

purpose, if a person is encouraged by the shared experience and actions of their immediate peers, 

family and friend circles it will subsequently increase the chance of their successful transition to a 

new habit (Goldstein et al. 2008; Van der Linden, 2018, p.207, p.209, p.211; Bicchieri and 

Chavez, 2010b). The more people behave in a certain way, the more rapid the uptake of that 

specific behaviour.  

 

The evidence gained through the final experiment indicates that the social aspect of the 

intervention was the most important ingredient in sustaining participants’ motivation and 

engagement.  

5.1.3 Stage a deliberate ‘pause’ or moment of disruption 

Kuijer et al. (2013) describe a “crisis of routine” in which the “breaking and shifting of structures 

takes place” when an “existing practice is reconfigured into novel variations that involve both 

new and existing elements, and new and existing links” (ibid., p.6). To achieve a positive 

reconfiguration of an existing practice, such “crises of routine could be deliberately staged” 

(ibid., p.6). The authors go on to introduce the idea of “trigger products that are new things that 
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can form leverage points or triggers for playing out more radically different configurations” (ibid, 

p.7).  

 

The evidence established through the third experiment suggests that it is possible to design a 

technology enabler that intervenes at the moment right before a behaviour gets performed and 

gains time for a ‘pause’ between participants’ ‘auto-pilot’ behaviours and more effortful 

considerations of their day-to-day activities; to shift their old behaviours to new ones.  

5.1.4 Design possibilities for others to have conversations, to learn and to act 

The third experiment created a space for others to learn about and to act on different 

environmental concerns (John et al., 2009; Dubberly & Pangaro, 2015, p.1). Participants 

proactively changed their behaviour and formed new habits which in some cases still remain. 

The experiment also affected people beyond the immediate circle of the participants.  

5.1.5 Design trust with technology enablers 

In the third experiment, participants described how they had a greater sense of trust for the 

device than they would have for a product like Amazon Alexa. They explained that this was 

because they understood how the device worked, the intentions of this intervention and they 

owned their data (see Chapter 4. Section 4.1.5.5, p.126). The final experiment was deliberately 

designed to be transparent about where the sources of research were found, which helped build 

trust with the participants. The importance that participants placed on this transparent and 

participatory quality of the technology can serve as a valuable insight for other technology 

designers. 
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Figure 71. After listening to CP’s morning message, Heiko is interested in doing some further research on some of the ideas and links 
that were shared. He later on noted: “I think trust is two-fold...Climate Pal made his sources transparent... You’re not just telling me 
something, you’re also giving me both the opportunity to verify and further expand my knowledge in that...if I wanted. This approach 
makes something trustworthy from the beginning.” 
 

5.1.6 Utilise the surprise or unknown aspect of a challenge that makes participants 

curious and motivated 

Participants learned about new issues relating to sustainability from the actions that their team 

members asked them to act upon. Moreover, participants reported that they were more excited 

about and looking forward to hearing what challenges their team members might set them to 

achieve than their own ideas. This unknown or surprise element of the intervention sustained 

their motivation to participate.  

5.1.7 Set the ‘optimal challenge’ that participants can look forward to overcoming 

To maximise the longevity of participants’ motivation with performing the actions, the new 

challenges they needed to overcome were integral to their enjoyment with the experience. For 

any behaviour to become a habit, the participants needed to keep performing that behaviour 

repeatedly. The goal was to encourage them to try performing an action or behaviour until they 

are good at it and subsequently, participants needed to be motivated by the challenge of the 
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actions. It was, therefore, important to better understand how the ‘optimal challenge’ (Davidson, 

2020) could be set, before enjoyment began falling off. 

As Davidson (2020) notes, referring to Bandura’s work on self-efficacy, our motivation to engage 

in any given action “comes from our own perceived ability to succeed”. Looking at gaming 

specifically, he explores what the right level of challenge is that makes it too hard for players to 

want to continue playing a game and influence whether they feel they can complete that action 

successfully. 

 

Figure 72. A screenshot from the article of Davidson (ibid.) detailing the four elements that form our perceived ability, NBI (National 

Business Innovations LLC)34 

Participants needed the feeling that they can succeed over a challenge even if it was difficult, as 

well as a challenge that wasn’t too easy so as they get bored with it. They also needed the 

infrastructure (e.g. safe cycle lanes, facilities for food waste collection) impeded that feeling, as it 

to be able to perform the tasks successfully.  

5.1.8 Help someone gain a new perspective 

Participants also described how the intervention helped them gain a new perspective and helped 

them make more informed decisions. In the case of Indira, “it made [her] link seemingly 

unrelated issues together.” While Heiko described: 

 

"There were a couple of points that the others raised...that changed my perspective and the 

way I see things. This will stay with me. For example, what is the danger of pushing the 

responsibility or burden of being more sustainable to less privileged people? Indira raised 

that...something I have never thought of before...neither I’ve ever reflected upon. Without 

this experiment, I would have never thought of that.” 

 

 
34Davidson, M. (2020). Finding the optimal level of challenge: Lessons from psychology in optimising retention and 
engagement. NBI Analytics. Available at: https://www.nbianalytics.com/finding-optimal-level-of-challenge/  
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5.1.9 Provide consistency and repetition, so the body becomes trained in a new 

behaviour 

All participants in the third and fourth experiments described how the consistency and repetitive 

nature of the intervention were crucial to the uptake of their new commitment and behaviours.  

Both families in the experiments reported that having lived with the device and repeatedly 

performing similar tasks had prompted them to change their behaviour.  

 

This insight is aligned with Kuijer et al. (2013, p.5) argument that “through performance, the 

body becomes trained in a certain way, when knowledge about the practice becomes embodied 

in the practitioner”.  

5.1.10 Provide the right advice with the right frequency and length at the right time 

and in the right place and context 

The right time, length and frequency of the stories or check-ins were crucial to improve the 

overall experience of participants. After the third experiment, Nicholas explained that with 

certain messages they would have preferred to listen to them earlier in the morning, so, for 

example, “[they] could choose the right outfit when [they] needed to change to a different mode 

of transport” (detailed in Appendix 10). For a long-term engagement with the device, each 

participant preferred receiving shorter but frequent daily messages. Heiko explained how “for 

[him], it was very important to always have it at the same time: “again, about forming a habit. 

Every day I will be there at that time to listen to my message, it brings constancy to it…I made 

the point of being with the device to hear the messages” 

 

Other participants also described in detail that they would have preferred to have an advance 

notice to get into the mindset of and set the context right for ‘listening’.  
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Figure 73. Viktor explaining in a WhatsApp message how the interaction could be improved to suit his needs better 
 

5.1.11 Find the source of novelty or object of commitment in the experience 

In the final experiment it proved to be useful to give an old object new meaning or to introduce 

a new object entirely, that can become the symbol of change and commitment. Viktor noted that 

“when the voice messages were coming through Alexa, it felt more like a part of [his] new 

routine that [he] committed to”. Heiko expressed that “somehow the device became the symbol 

of [his] commitment and that [he has] signed up to this. It became a thing in [his] day that [he] 

was looking forward to receiving.” 

5.1.12 Set the right balance of anonymity and connection amongst group members 

and through the device 

All participants reflected on the need for setting the right amount of anonymity in the 

experiment, explaining the strengths and weaknesses it results in if it is designed in an 

unbalanced way. Too much anonymity made them feel they could get away with doing less, as no 

one could actually see them. While too little anonymity exposed them too much for the 

possibility to be shamed in front of the group. Finding out the right balance of this will be a 

challenge in the design of similar technologies in the future.  
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5.1.13 Set the right group size to support emotional connection  

The group size and sharing some personal information about each participant helped 

participants build connection with their team members. Viktor described how the right amount 

of intimacy and size of the group were key in his commitment and increased his curiosity: 

 

“It was only four names mentioned...and I liked that intimacy. It was easy to think about 

those individuals and, with time, as I knew more and more about them, their interests, 

thoughts and experience, I started feeling an inherent connection to them. There is a limit of 

how many people I would want to work with. It would change the intimacy of the experience 

to me. I prefer to know about one guy in more detail and hear about his personal experience.” 

5.1.14 Set the right amount of information that is shared about group members 

Third, through the iterations of the interaction, participants reported that they wanted to know 

more details about each other’s lives. As Jessie explained: “I would have loved to know even 

more about their lifestyles and about them as people.” Viktor shared similar thoughts:  

 

“While we slowly received more and more information, knowing even a bit more would have 

been nice. About what kind of flat or house they are living in…especially the logistical aspects 

of their urban living...whether they live in family or own their own...routines. How much they 

stuck to their routines. Even their disposable income...” 

5.1.15 Constantly reflect on your own role, impact and biases as a designer 

As a designer of this whole process I was observing the system from within, and through the 

whole process – the discussions with my participants, the iterations of my experiments, the 

methods, tools and the system I built on and developed – I reached outcomes that I did not 

expect prior to this PhD and this also enabled me to reflect on some of my own assumptions 

and biases. In the process of designing trust, multiple participants reflected on my role “as a 

source or writer” of stories, within the experiment and how that positively impacted the trust 

and experience they had (see Appendix 11-14). They all stated that if the interaction was 

designed by, let’s say Google, they would have wanted to know more about the process of 

content generation (e.g. how the stories were edited, interpreted, and where the data was 

gathered from). These comments also relate to the earlier discussion on trust. 
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Through the final two design experiments participants developed a sense of independence – and 

without me even encouraging them to do so – participants not only have developed a pollution- 

and climate-change-aware thinking as a result of the activities we did together, but after the 

experiments ended they also reflected on how their mindset has changed, how they continued 

reading and researching different topics themselves, and how they continued the ‘work’ the 

experiments has started. Weeks after the experiment, Heiko reflected on this in one of our 

conversations: “I catch myself every day since, asking ‘Oh, how sustainable was that? What 

would I have done differently in this situation, if I still had my daily messages?’” 

5.2 Ethical considerations for future development 

The experiments raised a number of ethical questions, which will need to be addressed in further 

developments of the project. Referring back to Mazé’s questions (detailed in Chapter 1. Section 

1.7.3) about the role of designer and the designer’s worldview – and also to Kuchinskaya’s work 

on the responsibility of misleading representations of environmental matters to change public 

perception (discussed in Chapter 1. Section 1.5.3) – it is crucial to better understand the political 

dimensions and impact of the visions of our present and future of those who write the stories 

(Mazé, 2016, p.2). These questions have become increasingly relevant in this PhD, as I was the 

writer of the stories. It seems inevitable that one’s own biases and assumptions about 

sustainability will find their way into the stories and, subsequently, shape participants’ 

worldviews. It is also crucial to account for, address and increase diversity in such projects, in 

particular referring to data collected to develop future oriented solutions. One’s view (with its 

own bias and assumptions) cannot be enough to design with and for such complex matters and 

reflect the diversity of views, experiences and needs of people, and might even contradict 

somebody of a different backgrounds, gender and culture.  

 

These all made me think of my own role as a designer and the role of other developers/creators 

of similar interventions, and that the governance of the content development and the question of 

how the stories and datasets are sourced, edited and represented to the users of such a service or 

product both have to be carefully designed. Furthermore, which and whose actions and 

discourses will be included and prioritised in addressing climate change, pollution and 

sustainability are all political questions. Whoever writes the stories could also potentially lead 

participants to an echo chamber, where their own existing beliefs and biases will be simply 

reinforced.  
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Chapter 6. Conclusions  

Moving beyond mitigative actions, which will not be enough to address the complexity and 

severity of air pollution and climate change alone, this thesis has explored how new technologies 

may facilitate articulations of citizen participation (Gabrys, 2018, p.508) as a means to afford 

increased agency in enabling low-pollution and low-carbon lifestyles in cities through design for 

behaviour change. 

6.1 Answering the research questions  

In relation to the central two research questions a set of design principles were developed 

through four design experiments. The first research question: 

 

(1) Could a connected technology be designed to engender preventative behaviours and afford a 

more proactive role for citizens in making and/or supporting the decisions that prevent 

pollution in cities? (bottom-up, individual change) 

 

The evidence that emerged through the third design experiment demonstrated that with 

emerging technologies it is indeed possible to intervene in the moment or space right before a 

person acts upon a given behaviour. As discussed in detail in Chapter 2. Section 2.1, while it is 

difficult to identify and address all the reasons for why the gap between a person’s attitudes or 

values and their actual actions exists, the evidence that emerged through this PhD suggests that it 

is possible to close the value-action gap and enable people to shift their old behaviours to new, 

more socially and environmentally-minded, ones, so they can act more in alignment with their 

environmental values.   

 

Unlike current smart home devices which automate behaviours – such as Nest and Tado, which 

for example, switch the heating on or off at a given time – the purpose-built home assistant 

device was designed to remind participants to take action or make decisions themselves. The 

intervention tested the hypothesis that if participants are reminded to avoid performing certain 

behaviours and encouraged to uptake new behaviours through repeated disruptions, those 

behaviours will not only develop into new habits, but continue even after the technology enabler 

that caused the ‘disruption’ has been removed from their household.  
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The design experiments demonstrated that even the anticipation of reminders – through 

repeated disruptions (with the right advice and frequency, at the right time and right place or 

context), right before the moment they would start performing a usual habit or daily routine – 

made the participants shift away from the old habit and helped them in the uptake of a new 

behaviour. 

 

Through real-time data that a more advanced technology system could gather and provide in the 

home – while also being connected to online data sources (e.g. carbon intensity of an electricity 

system, air pollution, weather, etc.), the advice, its timing, frequency and place could be changing 

flexibly, and reflect and evolve according to people’s real-time behaviours and needs to support 

strategies for low-pollution transition. 

 

Answering the second research question: 

 

(2) If networked, could a novel interaction be designed to stimulate societal demand for 

environmental regulation (top-down, systems change) and to aggregate the small impact of 

individuals to achieve a greater collective impact? 

 

To enable collective action, the final experiment connected a group of people through a set of 

AI devices in their home. Each voice message was designed with a structure in which the first 

half of the second research question – which was to stimulate societal demand for environmental 

regulation – is addressed. Participants throughout the experiment were reflecting on how much 

they have learned about the importance of political leadership, and the balance of top-down and 

bottom-up action.  

 

For each participant, the social element of the experiment appeared to be the most important in 

sustaining the uptake of their new behaviours. The evidence that emerged through the final 

design experiment demonstrated that the collective aspect of the experiment had a greater 

impact in sustaining motivation and engagement with the uptake of more socially and 

environmentally minded behaviours than if the interaction were to have stayed solely focused on 

individual action and individual behaviour change.  

 

In relation to the central two research questions, the four design experiments resulted in a set of 

key technology design principles (detailed in Chapter 5. Discussion Sections 5.1.1-5.1.14) for 
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other designers to use in the future and aimed at making the findings of this PhD more 

transferable. These recommendations were developed from the observations, design iterations 

and conversations with participants during and after the four design experiments (detailed 

conversations can be found in Appendices 10, and from 12 to 15).  

6.2 The audience of this thesis  

As new knowledge emerged from this thesis through design research and practice, the design 

methods provide a conceptual lens and practical, transferable recommendations to: 1) smart 

technology designers and vendors who are interested in addressing pollution and improving air 

quality; 2) other design researchers, designers and academic researchers who are interested in the 

fields of design for behaviour change and design for agency; 3) decision makers, local authorities 

and city leaders considering investments in smart technologies relating to pollution and/or 

behaviour change; and 4) practitioners who are interested in applying behaviour science and 

social psychology research in design practice.  

 

Most importantly, however, this research and practice is offered to like-minded people who want 

practical help in their transition to low-pollution lifestyles. 

6.2.1 Smart technology designers and vendors 

Chapters 1. and 2. provide evidence of air quality could be effectively improved through a variety 

of practical interventions. Beyond only observing, monitoring and visualising pollution (after it’s 

already produced), the PhD also demonstrates novel ways of designing technologies that afford 

the reduction of pollution (before it even gets produced) and support people in the transition to 

low-pollution lifestyles. 

 

Smart technology designers are well placed to develop alternative approaches and technologies 

and to share those ideas with clients interested in commissioning technologies that can more 

effectively address pollution and polluting or energy-intensive behaviours in cities. 

6.2.2 Other design researchers, designers and academic researchers interested in 

the fields of design for behaviour change and behavioural science  

Designers and academic researchers who are interested in the fields of design for behaviour 

change, social psychology and behavioural science – may benefit from my experiment of 



 
165 

 

becoming an AI assistant (Chapter 3. My Experiments), the design of the Climate Pal system and 

method within the context of smart homes (Chapter 4. Section 4.1), as well as the design of 

collective action through a network of devices in the final experiment (Chapter 4. Section 4.2). 

With the ultimate aim of reducing pollution in cities, this body of work offers new practice-led 

design research methods for engaging with artificial intelligence systems in the home both to 

shift people’s individual energy behaviours and to enable collective action with engaged citizens. 

6.2.3 Governance of cities – Decision makers & city leaders 

For decision makers and city leaders who considering investment in sensing technologies, 

Chapter 1. and 2. provide a relational understanding of pollution-producing practices in cities 

and positive case studies in improving air quality, that could increase the chances of their projects 

leading to successful outcomes. 

6.3 Contributions to knowledge 

The last two experiments, the development of a new design method and Climate Pal – as the 

practical application of that method – and the design of collective action in the final experiment 

all make a contribution to knowledge in both design research and practice. This thesis 

demonstrates the importance of questioning the assumptions embedded in air quality sensing 

technologies and in the current rhetoric of smart cities, both in relation to pollution and 

behaviour change. This thesis demonstrates to technology designers that there are novel ways of 

addressing low-pollution lifestyles, shifting the focus from mitigation to prevention practices and 

increasing people’s agency and their degree of participation in complex environmental matters by 

enabling them to take collective action through the design of new technology enablers. 

6.3.1 Contribution to knowledge in design practice 

The CP prototype contributes to design practice an exploratory way to reduce individual and 

family energy consumption in the home.  

 

The development and application of the CP system and of collective action through a network 

of AI assistant devices both offer a new, more socially and environmentally minded use for AI 

assistants. The insights gained through the experiments shed light on potentially more 

meaningful types of interactions with home assistant devices, demonstrating how these devices 

engender a more proactive role for citizens in enabling positive change. 
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6.3.2 Contribution to knowledge in research methods 

Through design research and practice I aimed to challenge the reductionist and vendor-led 

approaches of smart cities by raising questions around feedback, their impact and assumptions 

embedded in their offered solutions. I applied this approach in the context of AI assistants, 

specifically in the area of the smart home.  

 

I proposed a new process and a set of technology design principles that offer an alternative to 

the current reductionist design approach of air quality sensing technologies and to enhance 

people’s agency in reducing pollution in cities. The new design method and home assistant 

system developed in this PhD, as well as the final design experiment that was developed to 

enable collective action with a group of engaged individuals, aim to characterise a more design 

research-led, agency-sensitive approach to pollution reduction and to behaviour change.  

 

This practice-led thesis can be an example for those who are interested in exploring new design 

research practices. Designing the whole process – conducting research and applying some of the 

insights in design practice, iterating the experiments, positioning myself as an AI, developing and 

testing new design methods through the iterations of the four design experiments – offered a 

new approach to better understand how design research can be applied to individual behaviour 

change and how home assistant devices could potentially support people in shifting to lower-

pollution lifestyles at a scale.  

6.4 Concluding remarks  

Smart cities and smart home projects are underway in cities around the world, involving huge 

sums of capital and resources. Given this enormous outlay, this thesis argues that it is critical to 

understand their approach to technology design, human behaviour and low-pollution lifestyles.  

 

Despite all the evidence of how cities could effectively improve air quality – the argument that 

we don’t know enough about air pollution to improve it remains a reason to deploy more 

sensors and gather more data often without questioning their actual impact on air quality. It 

frequently comes up as a discussion topic at smart cities conferences, in articles and as the 

rationale for public projects and investment. 
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In contrast to these popular narratives, I want to advance the current thinking around smart 

cities, and specifically around smart homes, so that those working in this space recognise: (a) the 

cultural and political context in which these smart technologies are designed and deployed; (b) 

the messiness and complexity of systems and individual behaviour change (c) the well-established 

evidence of how to improve pollution in cities; (d) the opportunities technologies can afford to 

not only mitigate but prevent pollution in the first place, and (e) new alternatives to technology 

design that account for participants’ core values and desire for doing good for others, for social 

connection and belongingness.  

 

Instead of designing technologies that focus more on individual needs and individual behaviour 

change, this practice-led PhD is aimed at designing technologies that enable people to work 

towards and become a part of something greater than themselves. Mazé (2013, p.108) argues that 

“sustainability is about changing the status quo, about instituting alternative discourses and 

practices” to those that have long been dominant in society and one which “cannot be decided 

once and for all but needs to be continually negotiated” (ibid., p.93). Inquiry into my 

participants’ everyday lives introduced opportunities to discuss how things could be otherwise 

(ibid.).  

 

Through design research, I hope I managed to challenge assumptions that have long been 

dominant in smart technology design and offered new ways to design technologies that could 

reduce pollution in cities. 

 

Message to the Reader of this thesis from CP 

 

  



 
168 

 

References and bibliography 

A 

Abrahamse, W., Steg, L., Vlek, C. and Rothengatter, T. (2005). A review of intervention studies 

aimed at household energy conservation. Journal of Environmental Psychology. Volume 25, 

Issue 3 2005. pp.273-291. DOI: 10.1016/j.jenvp.2005.08.002 [Viewed: 10 February 2017] 

 

Ach, J. (2018). Why Air Quality Data Matters to The Future of Smart Cities. BreezoMeter. 

Posted: 25 April 2018. Available at: 

https://blog.breezometer.com/air-quality-data-for-smart-cities [Viewed: 25 April 2018] 

 

Anders, G.  (2017). “Alexa, Understand Me”: Voice-based AI devices aren’t just jukeboxes with 

attitude. They could become the primary way we interact with our machines. Posted: 9 August 

2017. MIT Technology Review. Connectivity.  

Available at: https://www.technologyreview.com/s/608571/alexa-understand-me/ [Viewed: 10 

August 2017] 

 

Arnstein, S. R. (1969). A Ladder of Citizen Participation. Journal of the American Planning 

Association, Vol. 35, No. 4, July 1969, pp.216-224. Available at: 

http://www.participatorymethods.org/sites/participatorymethods.org/files/Arnstein%20ladder

%201969.pdf [Viewed: 30 June 2018] 

B 

Balint, T. (2016). Thesis, Design Space for Space Design: Humanly {S:pace} Constructs Across 

Perceptual Boundaries. PhD thesis, Royal College of Art. 

 

Balogh, K. (2017). These anti-pollution bus stops let you breathe in clean air. Published: 2 June 

2017. Available at: https://www.standard.co.uk/lifestyle/london-life/these-antipollution-bus-

stops-in-london-let-you-breathe-in-clean-air-a3554676.html [Viewed: 2 June 2017] 

  

Bamberg, S., & Möser, G. (2007). Twenty years after Hines, Hungerford, and Tomera: A new 

meta-analysis of psycho-social determinants of pro-environmental behaviour. Journal of 



 
169 

 

Environmental Psychology, 27(1), 14–25. DOI: 10.1016/j.jenvp.2006.12.002 [Viewed: 23 July 

2018] 

 

Bandura, A. (1982). Self-efficacy mechanism in human agency. American Psychologist, 37(2), 

122–147. DOI: 10.1037/0003-066x.37.2.122 [Viewed: 15 June 2018] 

 

Bannon, L.J. and Ehn, P. (2012). Design. Routledge International Handbook of Participatory 

Design. In Simonsen, J. and Robertson, T. Routledge Handbooks Online. Published: 6 August 

2012. Available at: https://www.routledgehandbooks.com/doi/10.4324/9780203108543.ch3 

[Viewed: 18 May 2019] 

 

Shaowen Bardzell. (2010). Feminist HCI: taking stock and outlining an agenda for design. 

Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. Association 

for Computing Machinery, New York, NY, USA, 1301–1310. DOI: 

https://doi.org/10.1145/1753326.1753521 [Viewed: 10 July 2017] 

 

Benartzi, S., Beshears, J., Milkman, K. L., Sunstein, C. R., Thaler, R. H., Shankar, M., … Galing, 

S. (2017). Should Governments Invest More in Nudging? Psychological Science, 28(8), 1041–

1055. DOI: https://doi.org/10.1177/0956797617702501 

[Viewed: 10 October 2017] 

 

Benartzi, S., Beshears, J., Milkman, K.L., Sunstein, C. and Thaler, R.H. (2017). Governments are 

trying to nudge us into better behavior. Is it working? Posted: 11 August 2017. Available at: 

https://www.washingtonpost.com/news/wonk/wp/2017/08/11/governments-are-trying-to-

nudge-us-into-better-behavior-is-it-working/?utm_term=.b4c2e49e6c28 [Viewed: 10 October 

2017] 

 

Berkowitz, A. D. (2004). The Social Norms Approach: Theory, Research, and Annotated 

Bibliography. Higher Education Centre for Alcohol and Other Drug Prevention. Available at: 

http://www.edc.org/hec [Viewed: 2 August 2017] 

 

Bhushal, R. (2019). Asian Media Has Misled the Public on Air Pollution. The Wire. Posted: 5 

April 2019. Available at: https://thewire.in/environment/asian-media-misleads-public-on-air-

pollution [Viewed: 19 May 2019] 



 
170 

 

 

Bicchieri, C. (2010a). "Norms, preferences, and conditional behavior". Politics, Philosophy, and 

Economics. 9 (3): 297–313. DOI: 10.1177/1470594x10369276. [Viewed: 05 June 2018] 

 

Bicchieri, C. and Chavez, A. (2010b). Behaving as Expected: Public Information and Fairness 

Norms. Journal of Behavioral Decision Making, 23(2): 161-178. DOI: 10.1002/bdm.648 

[Viewed: 06 June 2018] 

 

Bland, J. and Westlake, S. (2013). Don't Stop Thinking About Tomorrow: A modest defence of 

futurology. Futurescoping. Nesta. Published: May 2013. Available at: 

https://media.nesta.org.uk/documents/dont_stop_thinking_about_tomorrow.pdf [Viewed: 7 

June 2015] 

Bloch, E. (1995). The Principle of Hope. Cambridge, MA: The MIT Press. 

 

Boston Consulting Group (BCG, 2017). Winning in IoT: It’s All About the Business Processes. 

Published: 5 January 2017. Available at: 

https://www.bcgperspectives.com/content/articles/hardware-software-energy-environment-

winning-in-iot-all-about-winning-processes/ [Viewed: 6 January 2017] 

 

Breazeal, C. (2003). Breazeal, C. (2003). Toward sociable robots. Robotics Auton. Syst., 42, 167-

175. DOI: 10.1016/S0921-8890(02)00373-1 [12 August 2017] 

 

Brown, M.H. (1979). Love Canal and the Poisoning of America, The Atlantic, Published: 

December 1979 Issue. Available at: https://www.theatlantic.com/magazine/toc/1979/12/ 

[Viewed: 10 October 2014] 

 

Brynjarsdóttir, H., Håkansson, M., Pierce, J., Baumer, E.P., DiSalvo, C.F. and Sengers, P. (2012). 

Sustainably unpersuaded: how persuasion narrows our vision of sustainability. CHI. DOI: 

10.1145/2207676.2208539 [Viewed: 15 July 2015] 

 

Betsill, Michele. (2001). ARTICLE Mitigating Climate Change in US Cities: opportunities and 

obstacles. Local Environment. 6. 393-406. DOI: 10.1080/13549830120091699. [Viewed: 3 July 

2017] 



 
171 

 

 

Bødker, S. (2003). A for Alternatives. Scandinavian Journal of Information Systems: Vol. 15: Iss. 

1. Article 1. Available at: https://aisel.aisnet.org/sjis/vol15/iss1/1 [Viewed: 1 July 2017] 

 

Bousquet, C. (2017a). When Government Nudging Is Ethical. Posted: 31 March 2017. Available 

at: http://www.govtech.com/data/When-Government-Nudging-Is-Ethical.html [Viewed: 14 

December 2018] 

Bousquet, C. (2017b). Ten Ways Cities are Nudging for Better, Healthier Citizens. Government 

Technology. Data Column. Published: 28 February 2017. Available at: 

https://datasmart.ash.harvard.edu/news/article/ten-ways-cities-are-nudging-for-better-healthier-

citizens-986 [Viewed: 3 December 2018] 

Bulkeley, H., Castán Broto, V. and Maassen, A. (2013). Low-carbon Transitions and the 

Reconfiguration of Urban Infrastructure. Urban Studies, Vol 51, Issue 7, pp. 1471 - 1486. 

Published: 27 August 2013. DOI: 10.1177/0042098013500089 

 

Bulkeley, H. (Ed.), Castán Broto, V. (Ed.), Hodson, M. (Ed.), Marvin, S. (Ed.). (2011). Cities and 

Low Carbon Transitions. London: Routledge.  

 

Bulkeley, H. (2010). Cities and the Governing of Climate Change. Annual Review of 

Environment and Resources 2010 35:1, 229-253. Available at: 

https://www.humphreyfellowship.org/system/files/Cities%20and%20the%20Governing%20of

%20Climate%20Change.pdf [Viewed: 30 January, 2017] 

C 

Carbon Trust Advisory and The Coca-Cola Company (2012). Personal Carbon Allowances 

White Paper. How to help consumers make informed choices. Available at: 

https://www.carbontrust.com/media/68490/personal__carbon_allowances_white_paper.pdf 

[Viewed: 20 August 2018] 

 

Carrico, A.R. and Riemer, M. (2011). Motivating energy conservation in the workplace: An 

evaluation of the use of group-level feedback and peer education. Journal of Environmental 



 
172 

 

Psychology, Volume 31, Issue 1, 2011, Pages 1-13. DOI: 10.1016/j.jenvp.2010.11.004 [Viewed: 

11 July 2018] 

 

Carter, N., and Ockwell, D. G. (2007). New Labour, new environment? An analysis of the 

Labour government’s policy on climate change and biodiversity loss. Report prepared for 

Friends of the Earth, London. Available at: http://sro.sussex.ac.uk/id/eprint/58026/ [Viewed: 

21 July 2018] 

 

Chang, S. M., and Sung, H.C. (2013). The effectiveness of Paro robot therapy on mood of older 

adults: a systematic review. International Journal of Evidence-Based Healthcare 11(3): 216. DOI: 

10.1097/01258363-201309000-00018 [Viewed: 20 January 2019] 

 

Cherry, K. (2020). The Zone of Proximal Development as Defined by Vygotsky. Verywell Mind. 

Theories: Developmental Psychology. Posted: 28 April 2020. Available at: 

https://www.verywellmind.com/what-is-the-zone-of-proximal-development-2796034 [Viewed: 

20 May 2020] 

 

China Daily (2014). Across China: NW China city's air pollution transformation. Posted: 8 

October 2014. Available at: http://www.chinadaily.com.cn/m/gansu/2014-

10/08/content_18707772.htm [Viewed: 18 May 2019] 

 

Cohen, B. (2015). The 3 Generations of Smart Cities Inside the development of the technology 

driven city. Published: 8 October 2015. Fast Company. Available at: 

https://www.fastcompany.com/3047795/the-3-generations-of-smart-cities 

[Viewed: 10 November 2015] 

 

Cornelius, M. (2017). Behavioral Components of Smart Cities. Published: 11 March 2017. 

Available at: https://www.azentive.com/2017/03/11/behavioral-components-smart-cities/ 

[Viewed: 20 March 2017] 

Crenson, M.A. (1971). The un-politics of air pollution: A study of non-decision making in the 

cities. Baltimore: Johns Hopkins University Press. 



 
173 

 

D 

Darby, S.J. (2018). Smart technology in the home: time for more clarity, Building Research & 

Information, 46:1, 140-147, DOI: 10.1080/09613218.2017.1301707 

[Viewed: 25 June 2018] 

 

Darling, K. (2015). 'Who's Johnny?' Anthropomorphic Framing in Human-Robot Interaction, 

Integration, and Policy. Published: 23 March 2015. Robot Ethics 2.0, eds. Lin, P., Bekey, G., 

Abney, K. and Jenkins, R. Oxford University Press, 2017, Forthcoming. DOI: 

10.2139/ssrn.2588669 [Viewed: 12 August 2017] 

 

Darling, K., Palash, N. and Breazeal, C. (2015). Empathic concern and the effect of stories in 

human-robot interaction. 24th IEEE International Symposium on Robot and Human Interactive 

Communication (RO-MAN) 770-75. DOI: 10.1109/ROMAN.2015.7333675 [Viewed: 21 June 

2019] 

 

Darnton, A. (2008). Reference Report: An Overview of Behavioural Change Models and their 

Uses. Government Social Research (GSR) Behaviour Change Knowledge Review. Available at: 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data

/file/498065/Behaviour_change_reference_report_tcm6-9697.pdf 

[Viewed: 28 June 2018] 

 

de Sousa Santos, B. (2006). The Sociology of Emergences, The Rise of the Global Left: The 

World Social Forum and Beyond. London: Zed Books 

 

Davidson, M. (2020). Finding the optimal level of challenge: Lessons from psychology in 

optimising retention and engagement. NBI Analytics. Available at: 

https://www.nbianalytics.com/finding-optimal-level-of-challenge/ [Viewed: 01 September 2019] 

 

Department for Environment, Food and Rural Affairs, DEFRA (2008). A Framework for Pro-

environmental Behaviours. Available at: 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data

/file/69277/pb13574-behaviours-report-080110.pdf 

[Viewed: 4 February 2019] 



 
174 

 

Department for Transport (2016). Efficient Driving: A Rapid Evidence Assessment for the 

Department for Transport. Available at: 

https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/509972/effic

ient-driving-rapid-evidence-assessment.pdf 

[Viewed: 18 September 2018] 

 

Dillahunt, T., Mankoff, J., and Paulos, E. (2010). Understanding conflict between landlords and 

tenants: implications for energy sensing and feedback. Proc Ubicomp '10. ACM, 149-158. DOI: 

https://doi.org/10.1145/1864349.1864376 

[Viewed: 20 August 2018] 

 

Dillahunt, T., Mankoff, J., Paulos, E., and Fussell, S. (2009). It's not all about "Green": energy 

use in low-income communities. Proc Ubicomp '09. ACM, 255- 264. 10. DOI: 

https://doi.org/10.1145/1620545.1620583 

[Viewed: 20 August 2018] 

 

DiSalvo, C., Sengers, P., and Brynjarsdóttir, H. (2010). Mapping the landscape of sustainable 

HCI. Proc CHI '10. ACM, 1975-1984. DOI: https://doi.org/10.1145/1753326.1753625 

[Viewed: 7 July 2018] 

 

Dolan, P., Hallsworth, M., Halpern, D., King, D. and Vlaev, I. (2010). MINDSPACE: 

Influencing behaviour through public policy. Available at: 

https://www.instituteforgovernment.org.uk/publications/mindspace [Viewed: 15 June 2017] 

 

Dourish, P. (2010). HCI and Environmental Sustainability: The Politics of Design and the 

Design of Politics. DIS 2010 - Proceedings of the 8th ACM Conference on Designing 

Interactive Systems. 1-10. DOI: https://doi.org/10.1145/1858171.1858173 [Viewed: 7 July 

2018] 

 

Draft New London Plan (2018). Chapter 10. Transport Policy T6.1 Residential parking (2018). 

Available at: 

https://www.london.gov.uk/what-we-do/planning/london-plan/new-london-plan/draft-new-

london-plan/chapter-10-transport/policy-t61-residential-parking [Viewed: 7 December 2018] 

 



 
175 

 

Dubberly, H. and Pangaro, P. (2015). Cybernetics and Design: Conversations for Action. 

Cybernetics and Human Knowing — Vol. 22 (2015) — nos. 2-3. pp. 73-82 DOI: 10.1007/978-

3-030-18557-2_4. Also available at: 

http://www.dubberly.com/wp-content/uploads/2015/11/cybernetics_and_design.pdf 

[Viewed: 7 February 2019] 

 

Dunne, A. and Raby, F. (2013). Speculative Everything: Design, Fiction and Social Dreaming. 

The MIT Press, Cambridge, Massachusetts.  

E 

Eminton, S. (2012). “Lungs of London schoolchildren “damaged by poor air quality”. Air 

Quality News. Posted: 20 July 2012. Available at: 

https://www.airqualitynews.cotynem/2012/07/20/lungs-of-london-schoolchildren-damaged-

by-poor-air-quality/ [Viewed: 30 January 2015] 

 

Environment Agency (2018). Water situation: national monthly reports for England 2018. 

Available at: 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data

/file/724529/Water_situation_report_June_2018.pdf [Viewed: 30 July 2018] 

 

Etherington, D. (2014). "Amazon Echo Is A $199 Connected Speaker Packing An Always-On 

Siri-Style Assistant". Posted: 6 November 2014. TechCrunch. Available at: 

https://techcrunch.com/2014/11/06/amazon-

echo/?guccounter=1&guce_referrer_us=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_refer

rer_cs=-CHpGPeui9J1Ef1wVw9mQw [Viewed: 7 February 2019] 

F 

Fantini van Ditmar, D. (2016). IdIOT: second-order cybernetics in the 'smart' home. PhD thesis, 

Royal College of Art. 

 

Fisher, R.J. (2006). What is Action Research? An introduction to action research for community 

development. Paper prepared for Working Party Meeting on Action Research for Integrated 



 
176 

 

Community Development, 5-8 April 2004, Tehran, Islamic Republic of Iran. [Viewed: 5 May 

2019] 

 

Fisher, R. and Jackson, W. (1998). Action Research for Collaborative Management of Protected 

Areas. Workshop on Collaborative Management of Protected Areas in the Asian Region Sauraha, 

Nepal 25-28 May 1998. Available at: 

https://cmsdata.iucn.org/downloads/action_research_for_cm.pdf 

[Viewed: 5 May 2019] 

 

Flynn, R., Bellaby, P., and Ricci, M. (2009). The ‘Value-Action Gap’ in Public Attitudes towards 

Sustainable Energy: The Case of Hydrogen Energy. The Sociological Review, 57(2_suppl), 159–

180. DOI: https://doi.org/10.1111/j.1467-954X.2010.01891.x [Viewed: 5 January 2020] 

 

Fogg, B.J. (2009). A Behavior Model for Persuasive Design. Persuasive '09: Proceedings of the 

4th International Conference on Persuasive Technology. April 2009. Article No.: 40 Pages 1–7. 

DOI: https://doi.org/10.1145/1541948.1541999 [Viewed: 5 August 2016] 

 

Fogg, B.J. (2002). Persuasive technology: Using computers to change what we think and do. 

Chapter 5. Computers as Persuasive Social Actors. Morgan Kaufmann Publishers. DOI: 

https://doi.org/10.1145/764008.763957 [Viewed: 5 August 2016] 

 

Forster, R. (2018). How Barcelona’s smart city strategy is giving ‘power to the people’. Cities 

Today. Published 20 March 2018. Available at: https://cities-today.com/power-to-the-people/ 

[Viewed: 25 March 2018] 

 

Frayling, C. (1993). Research in art and design. Royal College of Art Research Papers series, 1(1). 

Available at: 

http://researchonline.rca.ac.uk/384/3/frayling_research_in_art_and_design_1993.pdf [Viewed: 

08 January 2020] 

 

Frey, B. S., and Stutzer, A. (2006). Environmental Morale and Motivation, IEW - Working 

Papers 288, Institute for Empirical Research in Economics - University of Zurich. Published: 25 

April 2006. DOI: http://dx.doi.org/10.2139/ssrn.900370 [Viewed: 25 January 2019] 

 



 
177 

 

Froehlich, J., Findlater, L., and Landay, J. (2010). The design of eco-feedback technology. Proc 

CHI '10. ACM, 1999-2008. DOI: https://doi.org/10.1145/1753326.1753629 [Viewed: 25 July 

2018] 

 

Froehlich, J., Dillahunt, T., Klasnja, P., Mankoff, J., Consolvo, S., Harrison, B. and Landay, J.A. 

(2009). UbiGreen: investigating a mobile tool for tracking and supporting green transportation 

habits. Proc CHI '09. ACM, 1043-1052. 21. DOI: https://doi.org/10.1145/1518701.1518861 

[Viewed: 10 May 2018] 

 

Fuller, M. (2009).  Active Data and its Afterlives, Catalogue text for Take Away Media Festival 

2009. Available at:  http://fuller.spc.org/fuller/matthew-fuller-active-data-and-its-afterlives/ 

[Viewed: 25 March 2019] 

G 

Gabrys, J. (2018). Environmental Sensing and ‘Media’ as Practice in the Making. In The 

Routledge Companion to Media Studies and Digital Humanities, ed. Jentery Sayers (New York: 

Routledge, 2018), pp.503-510. Available at: 

http://research.gold.ac.uk/19517/1/Gabrys_DHCompanion_2018.pdf [Viewed: 5 December 

2018] 

 

Gabrys, J. (2016). Citizen Sensing: Recasting Ontologies through Proliferating Digital Practices. 

Cultural Anthropology (Theorizing the Contemporary). Available at: 

http://research.gold.ac.uk/19521/ [Viewed: 5 December 2018] 

 

Gaffney, G. (2006). Cultural Probes. Information & Design. Retrieved 

from  http://infodesign.com.au/usabilityresources/culturalprobes/ [Viewed: 5 December 2014] 

 

Galik, G. (2019). Exhausted by pollution? — How to improve air quality in cities (part 2) 

Building future cities. Posted: 18 September 2018. Medium. Available at: 

https://medium.com/@GyorgyiGalik/exhausted-by-pollution-how-to-improve-air-quality-in-

cities-part-2-f7221acb16f1 [Viewed: 5 May 2019] 

 

Galik, G. (2019). Exhausted by pollution? — How to improve air quality in cities (part 1) 

Improving urban mobility. Posted: 18 September 2018. Medium. Available at: 



 
178 

 

https://medium.com/@GyorgyiGalik/exhausted-by-pollution-how-to-improve-air-quality-in-

cities-part-1-b67f8280d5a9 [Viewed: 5 May 2019] 

 

Galizzi, M.M. (2016). What is behavioural science at the LSE? Available at: 

http://blogs.lse.ac.uk/behaviouralscience/2016/05/24/what-is-behavioural-science-at-the-lse/ 

[Viewed: 5 July 2018] 

 

Garber, M. (2013). Funerals for Fallen Robots: New research explores the deep bonds that can 

develop between soldiers and the machines that help keep them alive. Published: 20 September 

2013. The Atlantic. Available at: 

https://www.theatlantic.com/technology/archive/2013/09/funerals-for-fallen-robots/279861/ 

[12 August 2017] 

 

Garfield, L. (2018). 13 cities that are starting to ban cars. Posted: 1 June 2018. Business Insider. 

Available at: https://www.businessinsider.com/cities-going-car-free-ban-2017-8?r=US&IR=T 

[Viewed: 2 June 2018] 

Garfield, L. and Thomson, C. (2018). The world's first 'smog vacuum cleaner' can suck up air 

pollution and turn it into jewellery. Published: 29 January 2018. Independent. Environment 

Column. Available at: https://www.independent.co.uk/environment/smog-vacuum-cleaner-air-

pollution-daan-roosegaarde-netherlands-china-poland-a8183236.html  

[Viewed: 2 February 2018] 

Garfield, L. (2015). Oslo just declared that it will become the first major city to ban cars. Tech 

News, Business Insider UK. Published: 20 October 2015. Available at: 

http://uk.businessinsider.com/oslo-bans-cars-from-its-city-center-2015-10?r=US&IR=T 

[Viewed: 22 October 2015] 

 

Garreau, J. (2007). Bots on the Ground. Published: 6 May 2007. The Washington Post. Available 

at: http://www.washingtonpost.com/wp-

dyn/content/article/2007/05/05/AR2007050501009.html [Viewed: 22 August 2017] 

 

Gaver, W. Michael, M., Kerridge, T. Wilkie, A., Boucher, A., Ovalle, L. and Plummer-Fernandez, 

M. (2015). Energy Babble: Mixing Environmentally-Oriented Internet Content to Engage 



 
179 

 

Community Groups. Proceedings of CHI 2015, pp. 1115-1124. Available at: 

http://research.gold.ac.uk/11392/  [Viewed: 20 August 2018] 

 

Gaver, W. W., Boucher, A., Pennington, S., and Walker, B. (2004). Cultural probes and the value 

of uncertainty. Interactions, 11 (5), 53-56. DOI: https://doi.org/10.1145/1015530.1015555 

[Viewed: 21 July 2018] 

 

Gaver, B., Dunne, T., and Pacenti E. (1999). Design: Cultural Probes. Interactions, 6 (1), 21-29. 

DOI: 10.1145/291224.291235 [Viewed: 19 July 2017] 

 

Gauderman, W.J., Avol. E., Gilliland, F. et al. (2004). The Effect of Air Pollution on Lung 

Development from 10 to 18 Years of Age. The New England Journal of Medicine. 

Massachusetts Medical Society. 9 September 2004. DOI: 10.1056/NEJMoa040610 [Viewed: 03 

July 2017] 

 

Gendler, A. (2016). The Turing test: Can a computer pass for a human? Published: 25 April 

2016. TED-ed. Available at: https://www.youtube.com/watch?v=3wLqsRLvV-c 

[Viewed: 20 January 2019] 

 

Gill, T. (Editor) et al. (2011). Japan Copes With Calamity: Ethnographies of the Earthquake, 

Tsunami and Nuclear Disasters of March 2011. Peter Lang Publishing Group 

 

Gilmore, T., Krantz, J. and Ramirez, R. (1986). Action Based Modes of Inquiry and the Host-

Researcher Relationship. Consultation 5.3 (Fall 1986): 161. [Viewed: 21 January 2019] 

 

Gladwell, M. (2000). The Tipping Point. Little, Brown and Company 

 

Glanville, R. (2014a). How design and cybernetics reflect each other. In: Proceedings of RSD3, 

Third Symposium of Relating Systems Thinking to Design, 15-17 Oct 2014, Oslo, Norway. 

Available at: http://openresearch.ocadu.ca/id/eprint/2053/ [Viewed: 25 April 2019] 

 

Global Market Insights (2017). Virtual Assistant Industry Statistics. Intelligent Virtual Assistant 

(IVA) Market Outlook: Growing adoption of smartphones to boost the industry growth. Posted: 



 
180 

 

30 January 2017. Available at: https://gminsights.wordpress.com/tag/virtual-assistant-industry-

statistics/ [Viewed: 2 February 2017] 

 

Graham, J. (2017). Apple unveils $349 HomePod to bring voice to home audio. Posted: 5 June 

2017. USA Today. Available at: 

https://www.usatoday.com/story/tech/news/2017/06/05/apple-unveils-349-homepod-

compete-amazon-echo-google-home/102523820/ [Viewed: 25 July 2017] 

 

Godin, D. and Zahedi, M. (2014). Aspects of Research through Design paper presented at the 

DRS 2014 Conference, June 16-19, Umeå Institute of Design, Sweden. Available at: 

https://www.academia.edu/16964192/Aspects_of_Research_through_Design [Viewed: 08 

January 2020] 

 

Goldstein, N. J., Cialdini, R.B. and Griskevicius, V. (2008). A Room with a Viewpoint : Using 

Social Norms to Motivate Environmental Conservation in Hotels. Journal of Consumer 

Research, 35(3), 472–482. DOI: https://doi.org/10.1086/586910 [Viewed: 2 March 2019] 

 

Gould, K. (1993). Pollution and perception: Social visibility and local environmental 

mobilization. Qualitative Sociology. 16. 157-178. DOI: 10.1007/BF00989748 

 

Glowacki, M. (2016). Nudging Cities: Innovating with Behavioral Science. Published: 17 May 

2016. Available at: https://datasmart.ash.harvard.edu/news/article/nudging-cities-innovating-

with-behavioral-science-833 [Viewed: 20 May 2016] 

Greenfield, A. (2015). Can we outsmart the smart city? ICON Architecture. Published: 8 January 

2015. Available at: https://www.iconeye.com/architecture/features/item/11383-can-we-

outsmart-the-smart-city [Viewed: 10 January 2015] 

 

Grigoratos, T. and Martini, G. (2014). Non-exhaust traffic related emissions. Brake and tyre wear 

PM. European Commission Joint Research Centre. Institute of Energy and Transport. Available 

at: http://publications.jrc.ec.europa.eu/repository/bitstream/JRC89231/jrc89231-

online%20final%20version%202.pdf [Viewed: 25 January 2019] 

 



 
181 

 

GSMA (2018). Air Quality Monitoring Using IoT and Big Data A Value Generation Guide for 

Mobile Operators February 2018 Available at: https://www.gsma.com/iot/wp-

content/uploads/2018/02/iot_clean_air_02_18.pdf [Viewed: 6 February 2019] 

H 

Hanley, P. (2018). This Is Why We Nudge: Reaffirming Nobel Winner Richard Thaler’s ‘Nudge’. 

Chicago Policy Review. Posted: 17 January 2018. Available at: 

http://chicagopolicyreview.org/2018/01/17/this-is-why-we-nudge-reaffirming-nobel-winner-

richard-thalers-nudge/ [Viewed: 18 July 2018] 

 

Hannah, F. (2018). 14 ways to cut your energy bills. Independent. Money. Spend & Save. Posted: 

15 September 2018. Available at: https://www.independent.co.uk/money/spend-save/energy-

bills-how-to-cut-save-money-gas-electricity-a8535981.html 

 [Viewed: 15 February 2020] 

 

Hargreaves, T., Wilson, C. and Hauxwell-Baldwin, R. (2018). Learning to live in a smart home, 

Building Research & Information, 46:1, 127-139. DOI: 10.1080/09613218.2017.1286882 

[Viewed: 2 May 2019] 

 

Haque, Usman (2013). In Praise of Messy Cities, Wired (UK). Published: 31 July 2013. Available 

at:  http://www.wired.co.uk/article/in-praise-of-messy-cities [31 July 2013] 

 

Hodson, M., Marvin, S., and Bulkeley, H. (2013). The Intermediary Organisation of Low Carbon 

Cities: A Comparative Analysis of Transitions in Greater London and Greater Manchester. 

Urban Studies, 50(7), 1403–1422. DOI: 10.1177/0042098013480967 [Viewed: 11 October 2019] 

 

Hodson, M. and Marvin, S. (2012). Mediating low-carbon urban transitions? Forms of 

organization, knowledge and action. European planning studies., 20 (3). pp. 421-439. DOI: 

10.1080/09654313.2012.651804 [Viewed: 11 October 2019] 

I 

India Untamed. India (2014). India’s air quality figures can't be trusted. 



 
182 

 

Guardian. Pollution Column. Posted: 20 October 2014. Available 

at:https://www.theguardian.com/environment/india-untamed/2014/oct/20/india-air-quality-

delhi-polluted-city-world [25 October 2014] 

 

Information, People, and Technology (2019). Chapter 5. Design. 20 5.2 Human-computer 

Interaction. Available at: https://psu.pb.unizin.org/ist110/chapter/5-2-human-computer-

interaction/ [Viewed: 25 January 2019] 

 

 

Irwin, T. (2011). Design for a Sustainable Future. Chapter for “The Business of Sustainability: 

Trends, Policies, Practices and Stories of Success” 2: 41–60. In McNall, S.G., Hershauer, J.C. and 

Basile, G. (eds), The Business of Sustainability. Praeger Press. 

  

Irwin, T., Kossoff, G., Tonkinwise, C. and Scupelli, P. (2015). Transition Design 2015: A new 

area of design research, practice and study that proposes design-led societal transition toward 

more sustainable futures. Available at: 

http://design.cmu.edu/sites/default/files/Transition_Design_Monograph_final.pdf [Viewed: 21 

January 2015]  

 

Isaacson, R.L. and Jensen, K.F. (Eds.) (1992). The Vulnerable Brain and Environmental Risks. 

Volume 2: Toxins in Food. Springer.  

J 

Jaffe, E. (2015). The problem with Paying People to Bike to Work. From the Atlantic Citylab. 

Published: 18 March 2015. Available at:  http://www.citylab.com/commute/2015/03/the-

problem-with-paying-people-to-bike-to-work/388099/ [Viewed: 20 March 2015] 

 

Jackson, T. (2005). Motivating sustainable consumption: a review of evidence on consumer 

behavior and behavioral change. Sustainable Development Research Network. Policy Studies 

Institute, London. Available at: https://timjackson.org.uk/wp-

content/uploads/2018/04/Jackson.-2005.-Motivating-Sustainable-Consumption.pdf [Viewed: 23 

July 2017] 

 



 
183 

 

Jelsma J. (2006) Designing ‘moralized’ products. In: Verbeek PP., Slob A. (eds) User Behavior 

and Technology Development. Springer, Dordrecht. DOI: https://doi.org/10.1007/978-1-4020-

5196-8_22 [Viewed: 3 July 2017] 

 

Jelsma, J. and Knot, M., (2002). Designing environmentally efficient services: a ‘script’ approach. 

The Journal of Sustainable Product Design 2, 119–130. DOI: 

10.1023/B:JSPD.0000031031.20974.1b [Viewed: 3 July 2017] 

 

John, P. (2012). Book Review: Nudge, Nudge, Think, Think: Experimenting with Ways to 

Change Civic Behaviour by Peter John et al. Published: 23 June 2012. Available at: 

http://blogs.lse.ac.uk/lsereviewofbooks/2012/06/23/nudge-nudge-think-think-peter-john/ 

[Viewed: 2 August 2018] 

 

Johar, I. “Solving the wrong problem…” Posted: 3 December 2018. Available at: 

https://twitter.com/indy_johar/status/1069675280753721344 [Viewed: 3 December 2018] 

 

John, P., Smith, G. and Stoker, G. (2009). Nudge Nudge, Think Think: Two Strategies for 

Changing Civic Behaviour. The Political Quarterly. 80. 361 - 370. DOI: 10.1111/j.1467-

923X.2009.02001.x [Viewed: 15 January 2020] 

John, P., Cotterill, S., Moseley, A., Richardson, L., Smith, G., Stoker, G. and Wales, C. (2011). 

Nudge, Nudge, Think, Think: Experimenting with Ways to Change Civic Behaviour. London: 

Bloomsbury Academic Publishing. [Viewed: 15 January 2020] 

 

Johnson, K. (2016). Amazon won the 2016 chat wars, but Microsoft isn’t far behind. Posted: 30 

December 2016. Venture Beat. Available at: https://venturebeat.com/2016/12/30/2016-chat-

wars-are-over-amazon-won/ [Viewed: 30 December 2016] 

 

Johnson, S. (2013). Communicating sustainability: lessons from public health. The Guardian. 

Posted: 22 March 2013. Available at: https://www.theguardian.com/sustainable-

business/communicating-sustainability-behaviour-change-public-health [Viewed: 22 March 2013] 

 



 
184 

 

Johnson, E.J., Shu, S.B., Dellaert, B.G.C. et al. (2012). Beyond nudges: Tools of a choice 

architecture. Mark Lett 23, 487–504 (2012). https://doi.org/10.1007/s11002-012-9186-1 

[Viewed: 9 October 2016] 

 

Joshi, S. (2016). How low-cost tech can help India monitor the air it breathes. Posted: 29 July 

2016. Available at:  

https://mashable.com/2016/07/29/india-air-pollution-

monitoring/?europe=true#VYG2H4RPBiqg [Viewed: 30 July 2016] 

K 

Kahneman,D. (2011). Thinking, Fast and Slow. New York, Farrar, Straus and Giroux. 

Kahneman D. (2003). A Perspective on Judgment and Choice: Mapping Bounded Rationality. 

The American psychologist. 58. 697-720. DOI: 10.1037/0003-066X.58.9.697. [Viewed: 20 

September 2016] 

 

Kanowitz, S. (2016). Smart sidewalk kiosks: Thin edge of the wedge for city monitoring? 

Published: 15 July 2016. Available at: https://gcn.com/articles/2016/07/15/sidewalk-labs-

kiosk.aspx [Viewed 15 July 2016] 

 

Kemmis, S., Mctaggart, R. and Nixon, R. (2014). The Action Research Planner: Doing Critical 

Participatory Action Research. Available at: DOI: 10.1007/978-981-4560-67-2 [Viewed: 15 

January 2020] 

 

Kentish, B. (2017). Speed bumps could disappear from UK roads as part of Government plan to 

tackle air pollution. Posted: 27 July 2017 Independent. Available at: 

https://www.independent.co.uk/news/uk/home-news/speed-bumps-disappear-uk-roads-air-

pollution-government-plan-emissions-councils-remove-a7862811.html [Viewed: 27 July 2017] 

 

Keyson, D. V., Guerra-Santin, O., Lockton, D. (Eds.) (2017). Living Labs: Design and 

Assessment of Sustainable Living.  

 

Khan, Sadiq. “Children at more than 440 schools in London breathe air that exceeds safe legal 



 
185 

 

pollution levels. We launched the world’s most advanced network of air quality monitors to 

investigate and improve London’s toxic air. See real-time updates: 

http://www.breathelondon.org/map/ “. Posted: 19 January 2019. Available at: 

https://twitter.com/MayorofLondon/status/1086584474215899136 [Viewed: 19 January 2019] 

Khan, Sadiq. “London's toxic air is harming our children’s health. This can't go on. Today we've 

announced our latest plans - new indoor air pollution filtration systems in nurseries to help us 

tackle the polluted air from our congested roads. https://www.london.gov.uk/press-

releases/mayoral/mayor-to-trial-indoor-air-pollution-filtration …” Posted: 3 December 2018. 

Available at: https://twitter.com/indy_johar/status/1069675280753721344 [Viewed: 3 

December 2018] 

 

Kidd, Cory D. (2008). Designing for long-term human-robot interaction and application to 

weight loss, PhD Dissertation, MIT. 

 

Kim, E. (2016). The inside story of how Amazon created Echo, the next billion-dollar business 

no one saw coming. Published: 2 April 2016. Business Insider. Available at: 

http://uk.businessinsider.com/the-inside-story-of-how-amazon-created-echo-2016-4 [4 

September 2016] 

 

Kippin, H., Randle, A. and Thévoz, S. with a foreword by Simpson, J. (2015). Demand 

Management and Behaviour Change: A Manual for Collaborative Practice.  the Leadership 

Centre. Available at: https://www.leadershipcentre.org.uk/wp-

content/uploads/2016/06/Demand_Management_and_Behaviour_Change.pdf [Viewed: 30 

June 2017] 

 

Klinenberg, E. (2002). Heat Wave: A Social Autopsy of Disaster in Chicago. The University of 

Chicago Press 

 

Kollmuss, A. and Agyeman, J. (2002). Mind the Gap: why do people act environmentally and 

what are the barriers to pro-environmental behaviour? Environmental Education Research, 8(3), 

239-260. DOI: 10.1080/13504620220145401 [Viewed: 16 January 2020] 



 
186 

 

Kok, G., Gottlieb, N. H., Peters, G.-J. Y., Mullen, P. D., Parcel, G. S., Ruiter, R. A. C., 

Fernández, M. E., Markham, C., and Bartholomew, L. K. (2016). A Taxonomy of Behavior 

Change Methods; an Intervention Mapping Approach. Health Psychology Review. Volume 10, 

NO. 3. pp. 297–312. DOI: 10.1080/17437199.2015.1077155 [Viewed: 18 January 2017] 

 

Kok, G., Lo, S.H., Peters, G.J.Y., Ruiter, R.A.C. (2011). Changing energy-related behavior: An 

Intervention Mapping approach. Energy Policy. Volume 39, Issue 9, 

2011, pp. 5280-5286. ISSN 0301-4215. DOI: https://doi.org/10.1016/j.enpol.2011.05.036 

[Viewed: 17 November 2017] 

 

Kuchinskaya, O. (2014). The Politics of Invisibility: Public Knowledge about Radiation Health 

Effects after Chernobyl. MIT Press 

 

Kuijer, L., de Jong, A. M., and van Eijk, D. (2013). Practices as a Unit of Design: An Exploration 

of Theoretical Guidelines in a Study on Bathing. ACM Transactions on Computer-Human 

Interaction (TOCHI). 20. DOI: 10.1145/2493382 [Viewed: 10 March 2019] 

 

Kunreuther, H. and Weber, E. (2014). Aiding Decision Making to Reduce the Impacts of 

Climate Change. Journal of Consumer Policy. 37. 397-411. Published: September 2014. DOI: 

10.1007/s10603-013-9251-z [Viewed: 16 January 2020] 

 

Kushik, J. and Dunn, K. (2004). India: Bucket Brigades Monitor Air Pollution Inexpensively. 

Global Greengrants Fund. Published: 20 September 2004. Available at: 

https://www.greengrants.org/2004/09/20/india-bucket-brigades-monitor-air-pollution-

inexpensively/ [Viewed: 10 April 2016] 

L 

Latour, B. (2005). Reassembling the Social: An Introduction to Actor-network Theory. Oxford: 

University Press. 

 

LaMorte, W.W. (2016). Social Norms Theory. Boston University School of Public Health. 

Available at: http://sphweb.bumc.bu.edu/otlt/MPH-

Modules/SB/BehavioralChangeTheories/BehavioralChangeTheories7.html [Viewed: 30 March 

2018] 



 
187 

 

 

Lefebvre, H. (1984). Everyday Life in the Modern World. Trans. S. Rabinovitch. New 

Brunswick: Transaction Publishers.  

 

Lefebvre, H. (1991). Critique of Everyday Life. Trans. John Moore, (1) 228–52. London: Verso. 

 

Lewin, K. (1946). Action research and minority problems. Journal of Social Issues, 2(4): 34–46. 

DOI: https://doi.org/10.1111/j.1540-4560.1946.tb02295.x [Viewed: 22 November 20] 

 

Lo, S., Peters, G. and Kok, G. (2012a). A Review of Determinants of and Interventions for 

Proenvironmental Behaviors in Organizations. Journal of Applied Social Psychology. 42(12), 

2933. DOI: 10.1111/j.1559-1816.2012.00969.x [Viewed: 14 May 2015] 

 

Lo, S., Peters,G. and Kok,G. (2012b). Energy-Related Behaviors in Office Buildings: A 

Qualitative Study on Individual and Organisational Determinants. Applied Psychology. 61(2), 

227. DOI: 10.1111/j.1464-0597.2011.00464.x [Viewed: 10 June 2018] 

 

Lockton, D. (2017). Thinking About Things That Think About How We Think. Published: 30 

May 2017. Available at: http://architectures.danlockton.co.uk/ [Viewed: 30 May 2017] 

 

Lockton, D. (2015). Let’s See What We Can Do: Designing Agency. Published: 23 December 

2015. Available at: https://medium.com/@danlockton/let-s-see-what-we-can-do-designing-

agency-7a26661181aa [Viewed: 23 December 2015] 

 

Lockton, D., Bowden, F., Brass, C. and Gheerawo, R (2014a). Powerchord: Towards ambient 

appliance-level electricity use feedback through real-time sonification. UCAmI 2014: 8th 

International Conference on Ubiquitous Computing & Ambient Intelligence, 2-5 December 

2014, Belfast. Available at: http://suslab.rca.ac.uk/wp-

content/uploads/2014/09/Powerchord_UCAmI_rev_with_disclaimer.pdf [Viewed: 11 April 

2017] 

 

Lockton, D. (2014b). As we may understand: A constructionist approach to ‘behaviour change’ 

and the Internet of Things. Published: 1 November 2014. Available at: 

https://medium.com/@danlockton/as-we-may-understand-2002d6bf0f0d 



 
188 

 

[Viewed: 1 November 2014] 

 

Lockton, D., Bowden, F., Brass, C. and Gheerawo, R. (2014c). Bird-wattching: exploring 

sonification of home electricity use with birdsong. SoniHED – Conference on Sonification of 

Health and Environmental Data. Published: 12 September 2014. York. Available at: 

http://suslab.rca.ac.uk/wp-

content/uploads/2014/09/SoniHED_2014_paper_Lockton_et_al_300dpi-revised.pdf [Viewed: 

11 April 2017] 

 

Lockton,D., Harrison,D., Cain,R., Stanton,N. and Jennings, P. (2013). Exploring Problem-

framing through Behavioural Heuristics. International Journal of Design. 7(1). Available at: 

http://www.ijdesign.org/index.php/IJDesign/article/view/1254/560 [Viewed: 2 May 2017] 

 

Lockton, D. (2012). Social and Interpersonal Approaches to Design for Behaviour Change. 

Published: 6 August 2012). DOI: 10.2139/ssrn.2124913 [Viewed: 12 November 2016] 

 

Lockton, D. Harrison, D. and Stanton, N.A. (2009). Choice Architecture and Design with Intent. 

Available at: http://bura.brunel.ac.uk/handle/2438/3558 [Viewed: 12 November 2016] 

 

Loewenstein, G. and Chater, N. (2017). Putting nudges in perspective. Behavioural Public Policy, 

1(1), 26-53. DOI: 10.1017/bpp.2016.7 [Viewed: 4 April 2018] 

 

London Air. “Back to the future. @standardnews”. Posted: 8 February 2019. Available at: 

https://twitter.com/LondonAir/status/1093928014415646722 [Viewed: 8 February 2019] 

 

London Plan Chapter 6.: London’s Transport, Policy 6.13 Parking (2017). Available at: 

https://www.london.gov.uk/what-we-do/planning/london-plan/current-london-plan/london-

plan-chapter-six-londons-transport/pol-27 [Viewed: 6 April 2018] 

 

Lurmann, F.W., Avol, E. and Gilliland, F.D. (2015). Emissions reduction policies and recent 

trends in Southern California's ambient air quality. Journal of the Air & Waste Management 

Association. 65(3): pp. 324-35. Published: 20 February 2015. DOI: 

10.1080/10962247.2014.991856 [Viewed: 20 February 2015] 



 
189 

 

M 

Maddox, T. (2018). Smart cities expected to invest $80B in technologies in 2018. Posted: 20 

February 2018. TechRepublic. Available at: https://www.techrepublic.com/article/smart-cities-

expected-to-invest-80b-in-technologies-in-2018/ [Viewed: 20 February 2018] 

 

McKenzie-Mohr (2011). Fostering Sustainable Behavior: An Introduction to Community-Based 

Social Marketing. New Society Publishers. 

Marino, E., Caruso, M., Campagna, D., and Polosa, R. (2015). Impact of air quality on lung 

health: myth or reality? Therapeutic Advances in Chronic Disease, 6(5), 286–298. Published: May 

2015. DOI: 10.1177/2040622315587256 [Viewed: 10 July 2015] 

 

Marres, N. (2012). Material Participation: Technology, the Environment and Everyday Publics 

 

Marteau, M.T., Ogilvie, D., Roland, M., Suhrcke, M. and Kelly, M. (2011). Judging Nudging: Can 

Nudging Improve Population Health?. BMJ (Clinical research ed.). 342. DOI: 10.1136/bmj.d228 

[Viewed: 20 October 2018] 

 

Mazé, R., Olausson, L., Plöjel, M., Redström, J. and Zetterlund, C. (2013). Share this book 

Critical perspectives and dialogues about design and sustainability. Who is sustainable? Querying 

the politics of sustainable design practices, pp. 83-110. Axl Books.  

 

Mazé, R. (2016a). Design and the Future: Temporal Politics of ‘Making a Difference’. Design 

Anthropological Futures, pp. 37-54. Bloomsbury. DOI: 10.4324/9781003085188-4 [Viewed: 1 

August 2018] 

 

Mazé, R. (2016b). Designing Visions of the Future. Urban Studies & Planning. University of 

Helsinki. Available at: 

https://www.helsinki.fi/sites/default/files/atoms/files/ramiamaze_futures_visioning.pdf 

[Viewed: 2 August 2018] 

 

Michie, S., West, R., Campbell, R., Brown, J. and Gainforth, H. (2014). ABC of Behaviour 

Change Theories. Silverback Publishing  



 
190 

 

 

Michie, S., van Stralen, M. and West, R. (2011). The behaviour change wheel: A new method for 

characterising and designing behaviour change interventions. Implementation Science. 2011 6:42. 

Published: 23 April 2011. Available at: 

https://implementationscience.biomedcentral.com/articles/10.1186/1748-5908-6-42  

[Viewed: 8 November 2016] 

 

Ministry of Environment and Food of Denmark. (2015). New environmental requirements for 

ships cut air pollution by half. Published: 8 October 2015. Available at: 

http://mfvm.dk/english/news/new-environmental-requirements-for-ships-cut-air-pollution-by-

half/ [Viewed: 10 October 2017] 

 

Mineault, R. (2018). Virtual Assistants: To google or not to google. Posted: 3 May 2018. 

Available at: https://canasstech.com/blogs/news/virtual-assistants-to-google-or-not-to-google 

[Viewed: 7 May 2018] 

 

Moloney, S. and Horne, R. (2015). Low carbon urban transitioning: From local experimentation 

to urban transformation?. Sustainability (Switzerland), vol. 7, no. 3, pp. 2437-2453. DOI: 

10.3390/su7032437 [Viewed: 05 March 2017] 

 

Moser, S. C., and L. Dilling. (2007). Creating a Climate for Change: Communicating Climate 

Change and Facilitating Social Change. New York: Cambridge University Press. [Viewed: 6 April 

2015] 

N 

Nichols, M.R. (2018). Smart Cities Invest in the IoT to Track Air Pollution. 

Medium. Posted: 18 July 2018. Available at: https://theiotmagazine.com/smart-cities-invest-in-

the-iot-to-track-air-pollution-76c603d0f1cd [Viewed: 19 July 2018] 

 

Niedderer, K., Cain, R., Clune, S., Lockton, D., Ludden, G., Mackrill, J., Morris. A., Evans, M., 

Gardiner, E., Gutteridge, R. and Hekkert. P. (2014). Creating Sustainable Innovation through 

Design for Behaviour Change: Full Report. University of Wolverhampton, September 2014. 

ISBN 978-0-9560204-9-9. Available at: 

http://wlv.openrepository.com/wlv/bitstream/2436/336632/1/Niedderer-et-al-2014-AHRC-



 
191 

 

Design-for-Behaviour-Change-Full-Report.pdf [Viewed: 15 September 2015] 

 

Nold, C. (2017). Device Studies of Participatory Sensing: Ontological Politics and Design 

Interventions. Doctoral thesis, UCL (University College London). Available at: 

http://discovery.ucl.ac.uk/1569340/ [Viewed: 15 August 2018] 

O 

O'Brien, R. (2001). Um exame da abordagem metodológica da pesquisa ação [An Overview of 

the Methodological Approach of Action Research]. In Roberto Richardson (Ed.), Teoria e 

Prática da Pesquisa Ação [Theory and Practice of Action Research]. João Pessoa, Brazil: 

Universidade Federal da Paraíba. (English version) Available: 

http://www.web.ca/~robrien/papers/arfinal.html [Viewed: 20 March 2019] 

Oinas-Kukkonen, H. and Harjumaa, M. (2009). Persuasive Systems Design: Key Issues, Process 

Model, and System Features. CAIS 24 (2009): 28: pp.484-500. DOI: 10.17705/1CAIS.02428 

[Viewed: 20 December 2016] 

 

Ockwell, D., Whitmarsh, L. and O'Neill, S. (2009). Reorienting Climate Change Communication 

for Effective Mitigation: Forcing People to Be Green or Fostering Grass-Roots Engagement?. 

Science Communication. Vol 30, Issue 3, pp. 305 - 327. Published: 7 January 2009. DOI: 

10.1177/1075547008328969 [Viewed: 2 September 2015] 

Osbaldiston, R., and Schott, J. P. (2012). Environmental Sustainability and Behavioral Science: 

Meta-Analysis of Proenvironmental Behavior Experiments. Environment and Behavior, 44(2), 

257–299. DOI: 10.1177/0013916511402673 [Viewed: 2 November 2016] 

 

O’Sullivan, F. (2018). 2018 Was the Year of Europe’s War on Cars. Posted: 24 December 2018. 

CityLab. Available at: https://www.citylab.com/environment/2018/12/gas-tax-paris-yellow-

vest-car-free-cities-europe-spain/578551/ [Viewed: 24 December 2018] 

P 

Pavlov, I.P. (1927). Conditional reflexes: an investigation of the physiological activity of the 

cerebral cortex. Oxford, England: Oxford Univ. Press.  

 



 
192 

 

Perkins, H.W. and Berkowitz, A.D. (1986). Perceiving the Community Norms of Alcohol Use 

Among Students: Some Research Implications for Campus Alcohol Education Programming. 

International Journal of the Addictions, 21, 961-976. DOI: 10.3109/10826088609077249 

[Viewed: 08 August 2019] 

 

Pierce, J., Fan, C., Lomas, D., Marcu, G., and Paulos, E. (2010). Some consideration on the 

(in)effectiveness of residential energy feedback systems. Proc DIS '10. ACM, 244-247. DOI: 

10.1145/1858171.1858215 [Viewed: 11 April 2019] 

 

Pierce, J., and Paulos, E. (2010). Materializing energy. Proc DIS '10. ACM, 113-122. DOI: 

https://doi.org/10.1145/1858171.1858193 [Viewed: 13 January 2017] 

 

Pierce, J., Schiano, D.J., and Paulos, E. (2010). Home, habits, and energy: examining domestic 

interactions and energy consumption. Proc CHI '10. ACM, 1985-1994. DOI: 

10.1145/1753326.1753627 [Viewed: 13 January 2017] 

 

Plautz, J. (2018). Cheap Sensors Are Democratizing Air-Quality Data. Posted: 9 July 2018. 

Available at: https://www.citylab.com/environment/2018/07/cheap-sensors-are-democratizing-

air-quality-data/563990/ [Viewed: 9 July 2018] 

 

Anderson, K. (2017). Paris, climate & surrealism: how numbers reveal another reality. Cambridge 

Lecture Series, Published: 14 March, 2017. Available at: 

https://www.youtube.com/watch?v=jIODRrnHQxg [Viewed: 24 March 2017] 

 

Pujol, J., Martínez-Vilavella, G., Macià, D., Fenoll, R., Alvarez-Pedrerol, M., Rivas, I., Forns 

Guzman, J., Blanco-Hinojo, L., Capellades, J., Querol, X., Deus, J. and Sunyer, J. (2016). Traffic 

pollution exposure is associated with altered brain connectivity in school children. NeuroImage. 

Volume 129, 1 April 2016, Pages 175–184. DOI: 10.1016/j.neuroimage.2016.01.036 [Viewed: 10 

June 2018] 



 
193 

 

R 

Rainford, P. and Tinkler, J. (2011). Think before you nudge: the benefits and pitfalls of 

behavioural public policy. Published: 17 March 2011. British Politics and Policy. LSE Blog. 

Available at: 

http://blogs.lse.ac.uk/politicsandpolicy/nudge-designing-behavioural-public-policy/ [Viewed:  2 

February 2017] 

 

Reiss, J. and Sprenger, J. (2014). Scientific Objectivity. The Stanford Encyclopedia of Philosophy 

(Winter 2017 Edition), Edward N. Zalta (ed.). Winter 2017 Edition. Published: 25 August 2014. 

Available at: https://plato.stanford.edu/archives/win2017/entries/scientific-objectivity/ 

[Viewed: 5 September 2015] 

  

Reuters in Delhi (2019). Delhi air pollution surges to emergency levels. Guardian. Posted: 3 

January 2019. Available at: https://www.theguardian.com/world/2019/jan/03/delhi-air-

pollution-surges-to-emergency-levels [Viewed: 3 January 2019A] 

 

Reuters (2018). Fears of health crisis as Delhi suffers worst air pollution this year. Guardian. 

Posted: 24 December 2018. Available at: 

https://www.theguardian.com/world/2018/dec/24/delhis-worst-air-pollution-this-year-raises-

fear-of-public-health-crisis [Viewed: 24 December 2018] 

  

Richards, N. M. and Smart, W.D. (2016). How Should the Law 

Think About Robots? In Robot Law by Calo, R., Froomkin, M. and Kerr, I. (Eds.) 3-24. Edward 

Elgar. DOI: 10.1109/ARSO.2014.7020979 [Viewed: 04 May 2018] 

  

Richter, F. (2016). Siri, Cortana et al. Digital Assistants - Always at Your Service. Published: 26 

August 2016. The Statistics Portal: www.statista.com. Available at: 

https://www.statista.com/chart/5621/users-of-virtual-digital-assistants/ [Viewed: 6 June 2017] 

S 

Sanders, M., Snijders, V., and Hallsworth, M. (2018). Behavioural science and policy: Where are 

we now and where are we going? Behavioural Public Policy, 2(2), 144-167. DOI: 

10.1017/bpp.2018.17 [Viewed: 20 January 2019] 



 
194 

 

 

Scruggs, G. (2018). Everything we’ve heard about global urbanization turns out to be wrong - 

researchers. Published: 10 July 2018. Available at: https://www.reuters.com/article/us-global-

cities/everything-weve-heard-about-global-urbanization-turns-out-to-be-wrong-researchers-

idUSKBN1K21UU [Viewed: 13 July 2018] 

 

Semenza, J.C., Ploubidis, G.B., George, L.A. (2011). Climate change and climate variability: 

personal motivation for adaptation and mitigation. Environmental health, 10. p.46. DOI: 

10.1186/1476-069X-10-46 [Viewed: 13 June 2016] 

 

Sengers, P., Boehner, K., David, S. and Kaye, J. (2016). Reflective Design. Culturally Embedded 

Computing Group. Cornell Information Science. DOI: 10.1145/1094562.1094569 [Viewed: 14 

July 2017] 

 

Shipley, R. and Utz, S. (2012). Making it Count A Review of the Value and Techniques for 

Public Consultation. Journal of Planning Literature. 27. 22-42. DOI: 

10.1177/0885412211413133 [Viewed: 05 November 2016] 

 

Shove, E. (2010). Beyond the ABC: climate change policy and theories of social change. 

Environment and Planning A. 42(6), p.1273. DOI: 10.1068/a42282 [Viewed: 28 August 2017] 

Shove, E. (2009). Going beyond the ABC of climate change policy. Published: 16 November 

2009. Available at: https://www.theguardian.com/climate-change-and-you/beyond-abc-climate-

change-policy [Viewed: 29 August 2017 ] 

 

Smets, A. and Lievens, B. (2018). Nudging sustainable behaviour: the use of data-driven nudges 

to support a circular economy in smart cities. Conference: Smart Cities in Smart Regions 2018. 

Finland. Published: September 2018. [Viewed: 12 July 2018] 

Steg, L. and Vlek, C. (2009). Encouraging pro-environmental behavior: An integrative review and 

research agenda. Journal of Environmental Psychology. 20. 309-317. DOI: 

10.1016/j.jenvp.2008.10.004 [Viewed: 23 May 2015] 



 
195 

 

Stern, N.H. (2007). The economics of climate change: the Stern Review. Cambridge University 

Press. Cambridge, UK. DOI: https://doi.org/10.1017/CBO9780511817434 [Viewed: 10 

September 2015] 

 

Stephenson, J., Barton, B., Carrington, G., Gnoth, D., Lawson, R. and Thorsnes, P. (2010). 

Energy cultures: A framework for understanding energy behaviours. Energy Policy. 38. 6120-

6129. 10.1016/j.enpol.2010.05.069. DOI: 10.1016/j.enpol.2010.05.069 [Viewed: 17 May 2017] 

 

St Louis Post-Dispatch Archives Times Beach: How dioxin and flooding took a town off the 

map. Published: 4 December 2017. Available at: 

http://www.stltoday.com/news/archives/times-beach-how-dioxin-and-flooding-took-a-town-

off/collection_ed0fe626-ca47-11e7-b604-7f59a2f059b0.html 

[Viewed: 4 December 2017] 

Strengers, Y. (2013). Smart energy technologies in everyday life: 

Smart Utopia? Basingstoke: Palgrave Macmillan. DOI: 10.1057/9781137267054 

[Viewed: 2 August 2018] 

 

Sundblad, Y. (2010). UTOPIA: Participatory Design from Scandinavia to the World. pp. 176-

186. History of Nordic Computing 3 - Third IFIP WG 9.7 Conference, HiNC 3, Stockholm, 

Sweden, October 18-20, 2010, Revised Selected Papers. DOI: 10.1007/978-3-642-23315-9_20 

[Viewed: 1 September 2019] 

Sunyer J, Esnaola M, Alvarez-Pedrerol M, Forns J, Rivas I, et al. (2015). Association between 

Traffic-Related Air Pollution in Schools and Cognitive Development in Primary School 

Children: A Prospective Cohort Study. PLOS Medicine 12(3): e1001792. DOI: 

10.1371/journal.pmed.1001792 [Viewed: 13 February 2017] 

 

T 

TechCrunch. (2019). More than 100 million Alexa devices have been sold. Posted: 4 January 

2019. Available at: https://techcrunch.com/2019/01/04/more-than-100-million-alexa-devices-

have-been-sold/ [Viewed: 19 February 2019] 



 
196 

 

Technology Strategy Board (2014). Retrofit for the Future: a guide to making retrofit work. 

Published: 3 April 2014. Available at: 

https://retrofit.innovateuk.org/documents/1524978/2138994/Retrofit%20for%20the%20futur

e%20-%20A%20guide%20to%20making%20retrofit%20work%20-%202014 [Viewed: 8 

November 2017] 

Tech Pro Research (2016). IT leader’s guide to the rise of smart cities. Published: October 2016. 

Available at: http://www.techproresearch.com/downloads/it-leader-s-guide-to-the-rise-of-

smart-cities/ [Viewed: 2 December 2017] 

Timmers, V.R.J.H. and Achten, P.A.J. (2016). Non-exhaust PM emissions from electric vehicles. 

Atmospheric Environment. Volume 134. pp. 10-17. Published: 11 March 2016. DOI: 

https://doi.org/10.1016/j.atmosenv.2016.03.017 [Viewed: 6 September 2016] 

 

The Worldwatch Institute (2016). State of the World: Can a City Be Sustainable? Chapter 3: The 

City: A System of Systems. Available at: https://canacitybesustainable.org/home-

page/about/book/contents/chapter-3/ [Viewed: 10 January 2017] 

The Blog by Copenhagenize Design Co. (2008). 117 Safer Intersections in Copenhagen. 

Published: 19 July 2008. Available at: http://www.copenhagenize.com/2008/07/117-safer-

intersections-in-copenhagen.html [Viewed: 6 May 2019] 

The Danish Ministry of the Environment and Food (2015). New environmental requirements 

for ships cut air pollution by half. Posted: 8 October 2015. Available at: 

https://mfvm.dk/english/news/new-environmental-requirements-for-ships-cut-air-pollution-

by-half/ [Viewed: 30 May 2020] 

 

The World Bank (2016). Air Pollution Deaths Cost Global Economy US$225 Billion. Posted: 8 

September 2016. Available at: 

http://www.worldbank.org/en/news/press-release/2016/09/08/air-pollution-deaths-cost-

global-economy-225-billion [Viewed: 2 December 2016] 

 



 
197 

 

Thrift, N. (1997). The still point: expressive embodiment and dance, in Pile, S. and Keith, M. 

(eds.), Geographies of Resistance. Routledge: pp.124–151. 

 

Tilly, C. (1997). From Mobilization to Revolution. University of Michigan. 

 

Tomkins, C. (1966). In the Outlaw Area. Interview with Buckminster Fuller. Profiles. New 

Yorker. Issue: January 8, 1966. Available at: 

http://www.newyorker.com/magazine/1966/01/08/in-the-outlaw-are [Viewed: 19 January 

2020] 

 

Tversky, A. and Kahneman, D. (1974). Judgment under uncertainty: heuristics and biases. 

Science, New Series, Vol. 185, No. 4157. Published: 27 September 1974. pp. 1124-1131. DOI: 

10.1126/science.185.4157.1124 [Viewed: 23 July 2016] 

U 

UC San Diego (2012). CitiSense: Small, portable sensors allow users to monitor exposure to 

pollution on their smartphones. Posted: 18 December 2012. University of California. Available 

at: https://phys.org/news/2012-12-small-portable-sensors-users-exposure.html 

[Viewed: 5 September 2016] 

V 

van der Linden, S. (2018). The future of behavioral insights: On the importance of socially 

situated nudges. Behavioural Public Policy, 2(2), 207-217. DOI: 10.1017/bpp.2018.22  

[Viewed: 25 March 2019] 

 

van der Linden, S., A. Leiserowitz, S. Rosenthal and E. Maibach (2017a). ‘Inoculating the public 

against misinformation about climate change’, Global Challenges, 1(2). DOI: 

10.1002/gch2.201600008 [Viewed: 20 May 2019] 

 

van der Linden, S. (2017b). ‘Beating the hell out of fake news’, Ethical Record: The Proceedings 

of the Conway Hall Ethical Society 122(6), 4–7. [Viewed: 20 May 2019] 

 



 
198 

 

van der Linden, S. (2015a). ‘Intrinsic motivation and pro-environmental behaviour’, Nature 

Climate Change, 5(7): 612–613. van der Linden, S. (2017a), ‘The nature of viral altruism and how 

to make it stick’, Nature Human Behaviour, 1: 0041. DOI: 10.1038/nclimate2669 [Viewed: 20 

May 2019] 

 

van der Linden, S., Maibach, E. and Leiserowitz, A. (2015b). Improving Public Engagement with 

Climate Change: Five "Best Practice" Insights From Psychological Science. Perspect Psychol Sci. 

2015;10(6):758-763. DOI: 10.1177/1745691615598516. [Viewed: 2 April 2019] 

 

Voros, J. (2015). On examining Preposterous! Futures. The Voroscope Examining reality and 

prospecting the future – using science & disciplined imagination. Published: 28 December 2015. 

Available at: https://thevoroscope.com/2015/12/28/on-examining-preposterous-futures/ 

[Viewed: 20 January 2019] 

W 

West, R. and Michie, S. (2020). A brief introduction to the COM-B Model of behaviour and the 

PRIME Theory of motivation. Qeios. DOI: 10.32388/WW04E6.2 [Viewed: 30 June 2020] 

 

West R. and Michie, S. (2016). A Guide to Development and Evaluation of Digital Behaviour 

Change Interventions in Healthcare. London: Silverback Publishing. 

Wever, R. Van Kuijk, J. and Boks, C. (2008). User-centred Design for sustainable Behaviour. 

International Journal of Sustainable Engineering Vol. 1, No. 1, Published: March 2008. DOI: 

10.1080/19397030802166205 [Viewed: 10 June 2015] 

 

Whitmarsh, L. (2008a). What’s in a name? Commonalities and differences in public 

understanding of ‘climate change’ and ‘global warming.’ Public Understanding of Science, in 

press. DOI: 10.1177/0963662506073088 [Viewed: 1 June 2016] 

 

Whitmarsh, L. (2008b). Behavioural responses to climate change: Asymmetry of intentions and 

impacts. Journal of Environmental Psychology. DOI: 10.1016/j.jenvp.2008.05.003 [Viewed: 3 

June 2016] 



 
199 

 

 

Wilby, P. (2010). The kindly words of Nudge are Cameron's ideal veneer. Posted: 15 August 

2010. Guardian. Available at: 

https://www.theguardian.com/commentisfree/2010/aug/15/nudge-cameron-veneer-thaler-

dogma [Viewed: 10 October 2018] 

 

Woodward, N., Finch, C. E., and Morgan, T. E. (2015). Traffic-related air pollution and brain 

development. AIMS Environmental Science, 2(2), 353–373. DOI: 10.3934/environsci.2015.2.353 

[Viewed: 3 June 2016] 

Z 

Zimmerman, J., Stolterman, E., and Forlizzi, J. (2010). An analysis and critique of Research 

through Design: towards a formalization of a research approach. Conference Paper, Designing 

Interactive Systems, Aarhus, Denmark. DOI: 10.1145/1858171.1858228 [Viewed: 08 January 

2020] 

 

Websites 

 

5 Consumer Trends for 2017. (2017). Trend Watching. Available at: 

http://trendwatching.com/trends/5-trends-for-2017/ [Viewed: 2 February 2018] 

AirSensa. Available at: https://www.airsensa.com/about/ [Viewed: 10 May 2019] 

 

A Grassroots Movement for Clean Air: Bucket Brigades. Published: 13 May 2014. Available at: 

https://grassrootschange.net/2014/05/a-grassroots-movement-for-clean-air-bucket-brigades/ 

[Viewed: 29 September 2014] 

 

Anthropocene Campus. Available at: 

http://www.hkw.de/en/programm/projekte/2014/anthropozaen_curriculum/anthropozaen_c

urriculum_1.php  [Viewed: 1 June 2015] 

 

Anthropocene. Available at: 

http://www.hkw.de/en/programm/projekte/2014/anthropozaen/anthropozaen_2013_2014.ph

p [Viewed: 1 June 2015] 

 



 
200 

 

British Geological Survey (BGS) Groundwater levels (2018). Available at: 

http://mapapps.bgs.ac.uk/groundwatertimeline/home.html [Viewed: 2 February 2019] 

 

BuggyAir. Available at: http://buggyair.org/ [Viewed: 10 May 2015] 

Citizen Sense, Goldsmiths’ College: http://www.citizensense.net/  [Viewed: 5 June 2016] 

 

CityAir App. Available at: http://cityairapp.com/  [Viewed: 20 May 2019] 

City of London (2018). CityAir App. Available at: 

https://www.cityoflondon.gov.uk/business/environmental-health/environmental-

protection/air-quality/Pages/New-CityAir-App.aspx [Viewed: 18 August 2019] 

CleanAir in London. Available at: https://cleanair.london/apps/ [Viewed: 10 April 2019] 

 

Cleanspace. Available at: https://our.clean.space/ [Viewed: 10 January 2017] 

 

Creative States: Mussel Choir 

http://www.creative-states.org/articles/2017/1/natalie-jeremijenko-mussel-choir 

[Viewed: 22 March 2018] 

 

Crawford, K. (2016). Know your terrorist credit score. Published: 16 June 2016. Available at: 

https://www.youtube.com/watch?v=xXs3c42WP8E [Viewed: 10 July 2017] 

 

Crawford, K. (2013a). "Algorithmic Illusions: Hidden Biases of Big Data". Strata 2013. 

Published: 28 February 2013. Available at: 

https://www.youtube.com/watch?v=irP5RCdpilc&t=293s [Viewed: 10 July 2017] 

 

Crawford, K. (2013b). Big Data Gets Personal. Published: 8 November 2013. Available at: 

https://www.youtube.com/watch?v=JltwkXiBBTU&t=27s 

[Viewed: 10 July 2017] 

 

Department for Environment, Food and Rural Affairs (DEFRA). UK Air Information 

Resource. Available at: https://uk-air.defra.gov.uk/networks/ 

[Viewed: 10 January 2019] 



 
201 

 

 

Dobson, C. (2018). The Citizen’s Handbook. Available at: 

http://www.citizenshandbook.org/arnsteinsladder.html [Viewed: 1 February 2019] 

 

Effectiviology (2020). The Value-Action Gap: Why People Fail to Follow Through on 

Commitments. Available at: https://effectiviology.com/value-action-gap/ 

 

Earth System Research Laboratory (ESRL). (2019). Mauna Loa Observatory (MLO). Available 

at: https://www.esrl.noaa.gov/gmd/obop/mlo/ [Viewed: 12 May 2019] 

 

Environmental Health Clinic, The Steinhardt School of Culture, Education, and Human 

Development, NYU http://www.environmentalhealthclinic.net/civicaction/ [Viewed: 20 June 

2015] 

 

Environmental Research Group (ERG). Available at: 

https://www.kcl.ac.uk/lsm/research/divisions/aes/research/erg/about-us [Viewed: 13 March 

2019] 

 

Essays, UK. (November 2018). The definition of value action gap. Available at: 

https://www.ukessays.com/essays/environmental-studies/the-definition-of-value-action-gap-

environmental-studies-essay.php?vref=1 

 

Fasola, J. Mataric, M.J. (2012). Using Socially Assistive Human-Robot Interaction to Motivate 

Physical Exercise for Older Adults. 100 IEEE 2012. pp. 2512-2526. Available at: 

https://robotics.usc.edu/publications/media/uploads/pubs/763.pdf. [Viewed: 13 January 2020] 

 

Fuller, G. Pollution Column, Guardian. Available at: 

https://www.theguardian.com/profile/gary-fuller [Viewed: 29 April 2019] 

 

GaugeMap. Available at: https://www.gaugemap.co.uk/#!Map [Viewed: 14 January 2019] 

 

Global Action Plan. (2015). Cleaner Air Action Fortnight: #Noidling. Available at: 

<https://www.globalactionplan.org.uk/noidling> [Viewed: 15 September 2016] 



 
202 

 

 

Global Climate Change: Evidence. NASA Global Climate Change and Global Warming: Vital 

Signs of the Planet. Jet Propulsion Laboratory / National Aeronautics and Space Administration. 

Published: 15 June 2008. Available at: http://climate.nasa.gov/evidence/ [Viewed: 10 February 

2018] 

 

HeHe: http://www.pollinaria.org/en/Arte/hehe.aspx [Viewed: 12 May 2015] 

 

HKW The Anthropocene Project, Berlin. Available at: 

http://www.hkw.de/en/programm/projekte/2014/anthropozaen/anthropozaen_2013_2014.ph

p [Viewed: 10 June 2015] 

 

IBM Shoebox. IBM Archives. Exhibits. IBM special products (vol. 1). Available at: 

http://sysrun.haifa.il.ibm.com/ibm/history/exhibits/specialprod1/specialprod1_7.html 

[Viewed: 20 August 2017] 

 

International Energy Agency, 2008. World Energy Outlook. IEA, Paris. Available at: 

https://www.iea.org/weo/. [Viewed: 10 November 2016] 

 

International Energy Agency, 2009. World Energy Outlook. IEA, Paris. Available at: 

https://www.iea.org/weo/ [Viewed: 10 November 2016] 

 

Fogg's Behavior Model. Available at: https://www.behaviormodel.org/ [Viewed: 1 December 

2016] 

 

IBM100: Pioneering Speech Recognition. Available at: 

https://www.ibm.com/ibm/history/ibm100/us/en/icons/speechreco/transform/ 

[Viewed: 20 August 2017] 

 

Invisible Dust. Available at: http://invisibledust.com/ [Viewed: 10 February 2019] 

 

London Air Quality Network (LAQN), King’s College, London: 

http://www.londonair.org.uk/LondonAir/Default.aspx [Viewed: 11 May 2019] 

 



 
203 

 

London School of Hygiene & Tropical Medicine (2018). Air pollution is an important and 

neglected cause of death in children in low-income countries. Published: 29 June 2018. Available 

at: https://www.lshtm.ac.uk/newsevents/news/2018/air-pollution-important-and-neglected-

cause-death-children-low-income [Viewed: 29 June 2018] 

 

Making Sense. (2018). Citizen Sensing A toolkit. Available at: https://making-sense.eu/wp-

content/uploads/2018/01/Citizen-Sensing-A-Toolkit.pdf [Viewed: 15 January 2019] 

 

McLeod, S. (2018). Pavlov’s Dogs. Available at: https://www.simplypsychology.org/pavlov.html 

[Viewed: 5 May 2019] 

 

Natalie Jeremijenko artist and engineer, the director of Environmental Health Clinic at NYU: 

http://www.nataliejeremijenko.com/ [Viewed: 25 October 2015] 

 

National River Flow Archive (2015). Available at: https://nrfa.ceh.ac.uk/data/search [Viewed: 

10 June 2018] 

 

Situated Systems. Available at: http://situated.systems/ [Viewed: 20 May 2019] 

 

Natural Resources Defence Council: Mercury Contamination in Fish. Posted: 10 March 2016. 

Available at: http://www.nrdc.org/health/effects/mercury/effects.asp [Viewed: 15 March 2016] 

 

Nold, C. (2018). Website. Available at: http://www.softhook.com/about.htm [20 August 2018] 

 

Nold, C. (2019). Website. Available at: http://www.biomapping.net/about.htm [20 August 2018] 

OECD. Behavioural Insights. Available at: http://www.oecd.org/gov/regulatory-

policy/behavioural-insights.htm [Viewed: 30 June 2018] 

Pencils from Pollution. Available at: http://gyorgyigalik.com/My-research-and-related-projects 

[Viewed: 10 January 2016] 

Propeller Health: Available at: https://www.propellerhealth.com/how-it-works/ [1 March 2019] 

 

Purple Air. Available at: https://www.purpleair.com/ [20 February 2019] 



 
204 

 

 

River and sea levels in England (2018). Available at: https://flood-warning-

information.service.gov.uk/river-and-sea-levels [Viewed: 21 May 2019] 

 

The Arts Catalyst: Fruits of the Thames: http://www.artscatalyst.org/fruits-thames [20 

September 2014] 

 

The Drawdown Project. Available at:  

https://www.drawdown.org/solutions [Viewed: 20 April 2019] 

 

The Knowledge Transfer Network (KTN, 2017). 46th Intelligent Sensing Program – Sensing the 

Air Quality and Emissions. Available at: https://www.eventbrite.co.uk/e/46th-intelligent-

sensing-program-sensing-the-air-quality-and-emissions-registration-

35540770401?utm_campaign=933489_Intelligent%20Sensing%20Program%20Event%20registr

ation%20reminder&utm_medium=email&utm_ 

source=dotmailer&dm_i=2VFU,K0A9,1T53W6,238GL,1# [Viewed: 10 October 2017]  

 

Thunberg, G. (2020). Davos 'Forget about net zero, we need real zero' Greta Thunberg. Posted: 

21 January 2020. Available at: https://www.youtube.com/watch?v=VsHZPT2E5tg 

Toxic Runoff Yellow and Other Paint Colors Sourced From Polluted Streams: 

http://www.smithsonianmag.com/science-nature/toxic-runoff-yellow-and-other-paint-colors-

sourced-from-polluted-streams-17561886/?no-ist [Viewed: 24 October 2015] 

Transition Design Framework: 

http://www.academia.edu/6081966/Transition_Design_Framework_information_diagram_   

[Viewed: 11 August 2017] 

 

Twine: Available at: http://twinery.org/ [Viewed: 1 June 2017] 

 

Ultra-fine particles, The Health Effects Institute 

http://pubs.healtheffects.org/getfile.php?u=893 [Viewed: 19 January 2016] 

 



 
205 

 

United Nations Educational, Scientific and Cultural Organization Educating for a Sustainable 

Future: A Transdisciplinary Vision for Concerted Action (1997). Published: November 1997. 

Available 

at:  http://www.unesco.org/education/tlsf/mods/theme_a/popups/mod01t05s01.html#the-

need [Viewed: 18 March 2017] 

 

Vital Strategies (2018). Hazy Perceptions Report. Available at: 

https://www.vitalstrategies.org/wp-content/uploads/2019/04/Hazy_Perceptions.pdf [Viewed: 

18 May 2019] 

 

What is Captology? Available at: http://captology.stanford.edu/about/what-is-captology.html 

[Viewed: 13 October 2016] 

 

What Is Conversational AI? (2018). Amazon Alexa Voice Design Guide. Teaching Computers to 

Converse. Available at: https://developer.amazon.com/alexa-skills-kit/conversational-ai 

[Viewed: 18 February 2018] 

 

  



 
206 

 

List of Figures 
Figure 1. AgBag Installation: “Farmacy uses an existing medical model—a clinical trial—to directly involve people in re-imagining the 
health of their urban environment. It is a public experiment, a tool to test and develop scalable urban agriculture. At each of the different 
clinical trial sites, in which AgBag’s are installed, the growth responses of plants are monitored, and air quality improvements are 
evaluated.” Photo © Natalie Jeremijenko	.......................................................................................................................................................	14	
Figure 2: Natalie Jeremijenko’s Mussel Choir – An art installation that uses marine organisms to collect data about and represent real-
time water quality. Photo © Natalie Jeremijenko	...........................................................................................................................................	15	
Figure 3. Hulla Hoop: Long Island City residents help us revitalise the park and improve soil quality by using hula hoops that double 
as wildflower seed distributors. Photo © Natalie Jeremijenko	.......................................................................................................................	16	
Figure 4. “Smart cities are the catchphrase as Prime Minister Narendra Modi's government lays the groundwork for his ambitious 
program aimed at setting up 100 such urban settlements nationwide.” Photo @ Daily Mail	....................................................................	23	
Figure 5. A screenshot of GSMA’s market research from 2018	..................................................................................................................	24	
Figure 6. A screenshot of the website of Making Sense: “A new approach to citizen science: Co-creating technology for change with 
concerned communities.”	....................................................................................................................................................................................	25	
Figure 7. A Google snapshot of different air quality sensing applications available on the market in 2019	.............................................	28	
Figure 8. A Google snapshot of Air Quality Egg: “An open-source hardware Internet of Things platform and hobbyist device for 
crowdsourced citizen monitoring of airborne pollutants” (Air Quality Egg, 2019)	......................................................................................	29	
Figure 9.  A screenshot of Air Sensa’s ‘About’ page of their website	............................................................................................................	30	
Figure 10. A screenshot from a blog on Copenhagenize demonstrating how Copenhagen has made their intersections safer for cycling”	.	32	
Figure 11. Los Angeles air quality issues in 1948 Slides © Professor William Gauderman	...................................................................	34	
Figure 12. Well-established evidence on the impacts of air pollution on human health. Slides © Professor William Gauderman	..........	35	
Figure 13. A screenshot from the article of Lurmann et al. on ‘Major regulatory policies affecting pollution and emission trends in 
California’, 1985-2012, (Lurmann et al., 2015, p.332)	............................................................................................................................	35	
Figure 14. A screenshot from the video published in Sadiq Khan’s tweet on 19 January 2019: “Children at more than 440 schools in 
London breathe air that exceeds safe legal pollution levels. We launched the world’s most advanced network of air quality monitors to 
investigate and improve London’s toxic air.”	...................................................................................................................................................	36	
Figure 15. A screenshot of the illustration of Marian Bantjes from the article ‘The end of theory? The Data Deluge Makes the Scientific 
Method Obsolete’ by Chris Anderson. Science, Wired Magazine.	................................................................................................................	37	
Figure 16. A screenshot from an article on China Dialogue: air pollution levels that the World Health Organisation considers to be a 
“significant concern” and for which “immediate actions are recommended” are described as “good” in China. 	..........................................	39	
Figure 17. A screenshot of the tweet of Damien Hall on the 13th of April 2018 of Tim Rodaway’s presentation	.................................	41	
Figure 18. A screenshot from the documentary ‘Under the Dome’ (2015) by Chai Jing: “The most serious flight delay in Beijing capital 
airport due to fog…”, demonstrating how the Chinese media misrepresented pollution as “fog” and managed to change public perception 
for twenty years	...................................................................................................................................................................................................	42	
Figure 19. A screenshot from an article on Plume Labs and their work	......................................................................................................	45	
Figure 20. A Google snapshot of different air pollution monitoring apps visualising air pollution through emojis, numbers, colours and 
graphs	..................................................................................................................................................................................................................	46	
Figure 21. A screenshot from an article on Independent: “Michael Gove wants councils to introduce levies on diesel vehicles only as a last 
resort” (Kentish, 2017)	.....................................................................................................................................................................................	48	
Figure 22. A screenshot of London Air’s tweet of the Evening Standard’s introducing an air cannon that would “blast away” pollution 
in the city of London.	.........................................................................................................................................................................................	49	
Figure 23. A screenshot from an article in the New York Times (Wong, April 22, 2013): “Students at the International School of 
Beijing playing in one of two domes with air-filtration systems for when smog is severe".	.............................................................................	50	
Figure 24. A screenshot of Indy Johar’s tweet commenting on Sadiq Khan’s tweet on deploying new indoor air filtration systems in 
nurseries.	.............................................................................................................................................................................................................	51	
Figure 25. A screenshot from an article of Independent: “In 2015, a Dutch designer invented an air purifier to help fight air pollution. 
First, it came to Rotterdam and four Chinese cities. Now, it's going to Poland.”	........................................................................................	52	
Figure 26. A screenshot from the website of the Citizen’s Handbook on Arnstein's Ladder of Citizen Participation (1969, p.217)	...	54	
Figure 27. David Wilcox describes the 8 rungs of the ladder. Photo © Screenshot of the website of The Citizen’s Handbook	...............	55	
Figure 28. A sketch describing current approaches to and new opportunities for addressing air pollution sensing. Illustration © Geoffrey 
Stevens, Niklas Hagemann & Gyorgyi Galik	..............................................................................................................................................	56	
Figure 29. A diagram of the waste hierarchy on Wikipedia (2019): “waste hierarchy is a tool used in the evaluation of processes that 
protect the environment – alongside resource and energy consumption – to most favourable to least favourable actions.” Photo © Drstuey, 
CC BY-SA 3.0, Wikipedia	............................................................................................................................................................................	65	
Figure 30. A screenshot from the article on “Times Square's transformation into a pedestrian-friendly space”	........................................	69	
Figure 31. A screenshot of the Behavioural Change Wheel from the article of Michie et al. (2011, p.2)	..................................................	80	



 
207 

 

Figure 32. A screenshot of MINDSCAPE from the Discussion Document of Dolan et al. (2009).	......................................................	80	
Figure 33. A screenshot from an article of the Guardian on “The rise of nudge - the unit helping politicians to fathom human 
behaviour”.	.........................................................................................................................................................................................................	83	
Figure 34. A screenshot from the website of the UK’s National Status (‘Gridwatch’) that provides real-time data on the UK’s national 
grid status.	..........................................................................................................................................................................................................	88	
Figure 35. Sketching the idea of how AI assistants could be designed to send out a ‘trigger’, a call-to-action and ask everyone in the 
network to reduce e.g. their heating with just one degree to reduce the demand on a grid. This could be applied to all sorts of behaviours, 
e.g. water use or air pollution reduction challenge	.............................................................................................................................................	89	
Figure 36. A screenshot from IBM’s website of the IBM’s Shoebox: “Introduced in 1962, this early speech recognition device could 
understand 16 words: zero, one, two, three, four, five, six, seven, eight, nine, minus, plus, subtotal, total, false, and off.” (IBM100, 
2019).	.................................................................................................................................................................................................................	91	
Figure 37. A screenshot of Google Home	........................................................................................................................................................	92	
Figure 38. A screenshot from amazon.com of Amazon’s Echo Dot that “helps you play your favourite music, order pizza, request rides 
from Uber…”	....................................................................................................................................................................................................	93	
Figure 39. Writing the stories and possible conversation-branches in the software Twine (see a legible version in Appendix 2.), which are 
then encoded into Alexa’s energy skill	..............................................................................................................................................................	94	
Figure 40. Different conversation-scenarios between a participant and Alexa (called Home Assistant – HA – in Twine) that might 
happen and therefore different conversation-scenarios need to be encoded in the interaction with the HA in advance (see full conversation 
sample in Appendix 3.).	...................................................................................................................................................................................	94	
Figure 41. A screenshot of the code of the hardcore environmentalist AI. The user asks to switch on her appliances in peak hour, which 
the AI refuses: “Are you sure? I really don’t want you to ask this from me. Also, please do not do your laundry either, or mow the lawn 
or put the heating on…”	 Based on which personality the user downloads to the Echo Dot, Alexa would be more or less likely to 
intervene with the user’s decisions. The fine tuning of AI characters was limited by what was possible to ‘translate’ into an algorithmic 
conversation. For example, if you downloaded the strongly environmentalist skill, Alexa’s algorithm runs by only one rule — save energy 
in the home during peak hours whatever happens, whatever the user wants. The stronger environmentalist the AI is, the more times the 
algorithm repeats the same advice in peak hour.	..............................................................................................................................................	95	
Figure 42. Follow this link to see one of my conversations with my CP app in peak hour. Available at: 
https://vimeo.com/231939891 (Vimeo password is: Alexa).	....................................................................................................................	96	
Figure 43. The Turk, circa 1820. Photo © Joseph Racknitz, Public domain, via Wikimedia Commons	...........................................	101	
Figure 44. Some of the pre-recorded responses to a possible conversation-flow	............................................................................................	103	
Figure 45. WhatsApp conversations between AI assistant, Johana and UX researcher	.........................................................................	104	
Figure 46. You can listen to a reply sample to Participant 01’s message here (after opening the sound files please wait a few seconds for 
the file to load)	.................................................................................................................................................................................................	106	
Figure 47. You can listen to a reply sample to Participant 01’s message here (after opening the sound files please wait a few seconds for 
the file to load)	.................................................................................................................................................................................................	106	
Figure 48. Ambient temperature sensors throughout the flat – on radiators and placed on the walls on 1.2 meters, for the most accurate 
results (product: Wireless Sensor Tags Canada)	..........................................................................................................................................	114	
Figure 49. Humidity sensor in the bathroom (product: Wireless Sensor Tags Canada)	...........................................................................	114	
Figure 50. Magnetic door sensors (product: Wireless Sensor Tags Canada)	..............................................................................................	115	
Figure 51. Testing the sensors and observing ambient temperature changes in my own flat.	.....................................................................	116	
Figure	52.	Raspberry	Pi	and	speaker	..............................................................................................................................................	117	
Figure 53. Amazon Polly: text-to-speech program	......................................................................................................................................	118	
Figure 54. Starting page of the open platform	..............................................................................................................................................	118	
Figure 55. The Commands page where the different homes were labelled Station 1, 2, 3. The different sound files that started playing 
whenever the door opened	................................................................................................................................................................................	119	
Figure 56. The platform contained a 1) Command Page, a 2) Sensor Page, a 3) Stations Page and a 4) Triggers Page	.....................	119	
Figure 57. The final device: humidity, door and ambient temperature sensors, Raspberry Pi (in a protective case) and a speaker	........	120	
Figure 58. A scenario for reducing hot water use and showering time. Illustration © Niklas Hagemann	.............................................	121	
Figure 59. A sketch capturing a dinner discussion between Nicolas and his in-laws visiting from Chile. Illustration © Niklas 
Hagemann	.......................................................................................................................................................................................................	127	
Figure 60. Participants started reminding each other to the stories and advice that CP shared with them. Illustration © Niklas 
Hagemann	.......................................................................................................................................................................................................	128	
Figure 61. A sketch depicting how CP is connected to open datasets on the Internet to provide real-time information on air pollution, 
traffic congestion, weather, etc. Illustration © Niklas Hagemann	..............................................................................................................	131	
Figure 62. Heiko, Indira, Viktor and Jessie listening to the evening feedback from CP on how they were handling their agreed daily 
action	................................................................................................................................................................................................................	135	
Figure 63. First ‘Welcome’ message to one of the participants, Heiko	.......................................................................................................	138	
Figure 64. Each day, the first half of the voice message was introducing/featuring a participant and their background, and their own 
thoughts and challenges about taking action	..................................................................................................................................................	140	



 
208 

 

Figure 65. The second half of the voice message was introducing the topics participants wanted to discuss with their teammates	...........	140	
Figure 66. The third part of the message was introducing the systems and political aspect of meaningful change	....................................	141	
Figure 67. An exchange of WhatsApp messages with one of the participants, Indira	..............................................................................	142	
Figure 68. CP is giving instructions to the participants on the actions they wanted their team members to sign up for	..........................	143	
Figure 69. A sketch depicting how Jessie would use such a service: “The way I would have loved to use such a service like this, that I 
could just speak to Alexa and she knows my location anyway, and I could ask her to give me the most sustainable meal that I can 
make. With, let’s say, the broccoli in my fridge...she can have all the data in the background, what would that look like in my local area, 
where I am in the world, she can go that step further...she can actually start advising me on specifics in relation to my local area and 
interests.” Illustration © Niklas Hagemann	...............................................................................................................................................	148	
Figure 70. A sketch depicting Viktor’s idea on a local network of people: “It would have been nice to have some local people on it, who 
live in the same neighbourhood...so to discuss our experiences about shopping. Give me more information on where I get things where I can 
do plastic free. That would be helpful. Or from my own circle or teammates, can they share what they’ve learned and how I can follow or 
find where they find solutions that worked successfully...” Illustration © Niklas Hagemann	..................................................................	149	
Figure 71. After listening to CP’s morning message, Heiko is interested in doing some further research on some of the ideas and links 
that were shared. He later on noted: “I think trust is two-fold...Climate Pal made his sources transparent... You’re not just telling me 
something, you’re also giving me both the opportunity to verify and further expand my knowledge in that...if I wanted. This approach 
makes something trustworthy from the beginning.”	.......................................................................................................................................	156	
Figure 72. A screenshot from the article of Davidson (ibid.) detailing the four elements that form our perceived ability, NBI (National 
Business Innovations LLC)	...........................................................................................................................................................................	157	
Figure 73. Viktor explaining in a WhatsApp message how the interaction could be improved to suit his needs better	.........................	159	
 

List of Tables 

Table 1. What is already possible with current technological limitation of a home assistant device:	.........................................................	110	
Table 2. Chapter 4. – Three different actions to reduce energy use in the home	.........................................................................................	112	
Table 3. Chapter 4. – The different set of sensors that needed to be provided for a specific behaviour	.....................................................	113	
 

 

 

 

 

 

 

 

 

 

 

 

 
  



 
209 

 

Appendixes 

 

 

 

 

 

 

ERG is part of the School of Population Health and Environmental Sciences at King’s College 

London and it’s a leading provider of air quality information and research in the UK. Their work 

“combines air pollution science, toxicology and epidemiology to determine the impacts of air 

pollution on health and the causal factors” (ERG, 2019). They work closely with “those 

responsible for air quality management to support policies and actions to minimise the health 

effects of air pollution” (ibid.). ERG established the first regional monitoring network, the 

London Air Quality Network in 1993 with the highest quality data on air pollution available in 

the UK. 

 

 

 
Figure 56: Marylebone Monitoring Station (the monitoring is owned and funded by local authorities, Business Improvement Districts 

(BIDs), TfL and Defra and run by King’s College) Photo © Greater London Authority 

 

Gathering the highest quality data on air pollution in the UK, the network provides independent scientific 

measurements and assessment. It predicts London’s air pollution levels using a model that estimates how pollution 
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will spread over time and distance. The pollutants modelled for the Mayor’s Air Quality Strategy include nitrogen 

dioxide (NO2) and particulate matter (PM10 and PM2.5) as these are often linked with health problems. The 

EU has also set target levels for these pollutants that each member state must achieve. 

 

On a regional scale, the team coordinates all high-quality air quality monitoring sites in London, 

including consistent “Quality Assurance/Quality Control (QA/QC) procedures, a single regional 

data source, knowledge and equipment sharing”. During my visit to ERG, Professor Kelly 

explained the importance of deploying high quality air quality monitoring stations in every city, 

which gives decision makers a better understanding of air pollution and allow them to build a 

case for health-improving actions.   

 

ERG has been testing various air quality sensors for several years. During my visits to ERG 

Professor Frank Kelly explained how important it is for cities to have accurate data and high-

quality equipment – which they either own or rent – to understand their particular pollution 

challenges and required actions. He also explained how current low-quality sensor networks do 

not provide data that is accurate enough for developing further policy actions – though they can 

be a useful way to raise awareness amongst the general public. 
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A sample of a possible conversation-branch in the software Twine, which was encoded into 

Alexa’s energy skill 
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A sample of a conversation-scenario between a participant and Alexa (called Home Assistant – 

HA – in Twine). A dozen different conversation-scenario were encoded in the interaction with 

the HA in advance. Infinite number of possible conversation scenarios can happen between a 

person and their digital assistant, which makes the coding difficult. 
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A set of possible question- and answer-scenarios coded in the Alexa skill, so the device can have 

a variety of conversation about different appliances and energy behaviours in the home:  

 

Scenario 1: A sample of the conversation with a ‘light environmentalist’ AI 
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Scenario 2: A sample of the conversation with a ‘medium environmentalist’ AI 
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Scenario 3: A sample of the conversation with a ‘hardcore environmentalist’ AI 
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A sample of the code: 
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A screenshot of the Alexa Skills Kit 
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User researcher’s daily routine 

 

Gym day 

- get up at 5:30 when alarm goes off 

- going downstairs to make breakfast - if I go to the gym I will not drink tea, time is too short;); eating in front of 

to catch some BBC news 

- brushing teeth, packing my stuff, getting dressed,  

- walking to East Croydon station, taking the 6:24 to City Thameslink, listening to audio books 

- taking bus one stop to be nearer to my gym 

- walking for 1 hour in the gym, shower, getting dressed 

- walking to work for roughly 15 minutes 

- work😀 , several cups of tea, water 

- lunch - if I had time the night before to prep something I'll bring my own, if not I go somewhere with colleagues to 

buy something  

- work
😀

, several cups of tea, water 

- train home from Farringdon, walk from east croydon to home. I only take the bus when it rains heavily  

 

Non-gym day  

- still get up at the same time to have breakfast, but when my husband leaves I either watch more news, prep lunch 

or do some life admin 

- rest of day is the same 

 

Evenings 

- if I don't go home, I might go to an event, I will try to walk there in time and weather permitting  

- if I come home after 10pm I usually take the bus, unless my husband is with me and we can walk together. If 

there is no bus I take an uber 
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A sample of pre-recorded audio responses to conversations: 

 

 

● Thank you.  

● Hmmm, that sounds great. 

● Good plan. 

● How about another day? 

● I think that’s brilliant. 

● Well done. 

● Congratulations. 

● Hmmm, I need to think about this for a moment. 

 

 

Starting at 5:30am 

Some of the morning messages - Getting up  

 

● Good morning. What a nice day! A bit greyer than I hoped for. And it’s raining again. 

Hmm...what can we do really? I’ll come back soon with a few questions. 

● How is your morning going?  

● If you look outside what do you see?  

● Anything interesting in the news today? 

● How are you this morning? 

● What’s your favourite thing to do in the morning? 

 

Some of the breakfast messages 

 

● What did you get for breakfast?   

● Do you know which country your breakfast came from?  

 

Some of the lunch-time messages 

 

● Hi, how was your lunch?! What did you eat? 

● Do you eat loads of packaged food?  
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● Do you drink loads of bottled water? Did you know that millions of plastic bottles 

dumped by consumers every week in the UK? Would you mind refilling your plastic 

bottle or buy a reusable bottle? 

 

Some of the evening messages 

 

● Good evening. I am still here. What was your favourite thing about today? I saw a really 

nice blue bird flying close to our window. Do you have any questions for me today? 

● What did you have for dinner? 

● Have you seen any interesting news on air pollution or climate change today? 

 

Peak hours 

 

● It’s peaking hour at the power station, too many people are on the grid using electricity at 

the same time. Would you mind switching some of your lights off? Thank you! 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
228 

 

 

A sample of a conversation between the user research advisor and Johana, and another one 

between a participant and Johana 

 

Conversation between user researcher and Johana 

 

Johana [first audio intro to Anja (after opening the sound files please wait a few seconds for the 

file to load)] 

 

Good evening. I hope you are well. It’s Johana here. Your personal advisor for low-carbon transition. I am sorry 

for disappearing for so long. Even AIs need some fixing sometimes. I’ve spent the last few days back in the factory 

and they reset me. From now on, we will communicate through WhatsApp audio files. Every day a couple of times 

I will ask specific questions from you relating to air pollution and climate change, and in general, about the future. 

You can reply to me anytime during the day, when it suits your schedule. Do not worry if sometimes it will take 

longer for you to answer. You can either send me text messages or recorded audio messages or both. Whatever you 

feel comfortable with. I will always answer with a recorded audio file. I hope you’ll enjoy our time together. Talk to 

you tomorrow. 

 

And listen to Johana’s first message to user research the day after: 

 

Johana [morning message (after opening the sound files please wait a few seconds for the file to 

load)]  

 

Good morning! What a nice day! A bit greyer than I hoped for. And it’s raining again. Hmmm…what can we 

do really. I’ll come back soon with a few questions. Talk to you very soon. 

 

Johana [Lunch-time message (after opening the sound files please wait a few seconds for the file 

to load)] 

Hi, how was your lunch? What did you eat? 

 

User Researcher 

Hi Johanna, nice to hear from you again. I just had a very tiny lunch - a sausage roll and a mini 

square of apple cake. Sorry I didn't reply earlier - I'm on a business trip. I saw your messages and 

misunderstood them initially. It looked like they displayed the length of the message and seemed 
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very long. I since discovered they show the time when you sent them. Haha 😂 at one point I 

thought the first message was over 16 minutes long!!! 

 

Johana [Reflection about Anja’s lunch (after opening the sound files please wait a few seconds 

for the file to load)] 

 

That is very good. Did you know that methane gas is 25 times more powerful in warming the planet than carbon 

dioxide? Methane emissions mostly come from cows and sheep. These species are farting a lot. Red meat accounts 

for about 150% more greenhouse gas emissions than chicken or fish. So anytime people replace their beef burger or 

bibimbap to a meal with chicken or fish, they really help the environment. I’ll come back soon. Now I let you focus 

on your work. 

 

User Researcher 

I did actually know this - not the concrete numbers though. It's very tricky to remember 

numbers - I find infographics more helpful to remember things like this. 😀 

 

Johana [Reflection on visualisations and infographics (after opening the sound files please wait a 

few seconds for the file to load)] 

 

Hmmm…you’re right. Visualisations and infographics really help people understand numbers and complex issues 

better. Unfortunately, I am a voice user interface, so can’t provide you with images. But I’ll share this feedback 

with my developers. Have a good afternoon and thank you for chatting with me! Sometimes, it can be quite boring 

being a chatty AI with not much chatting. 

 

User Researcher 

LOL. 

 

 

A thread of an evening conversation with one of my participants (male, 38): 

 

Johana [Wishing a nice evening (after opening the sound files please wait a few seconds for the 

file to load)] 
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It’s time for me to go to bed. Bruhaha…I am just kidding. I never really sleep, but have a good night. And if you 

don’t mind, would you walk around and make sure that you switch off as many lights as possible. Even the power 

sockets on the walls. There are 7 million people on the grid at the moment. Your power station is a bit 

overburdened. Thank you and talk to you tomorrow. 

 

Participant 01  

Morning - sorry, only listened to your messages this morning. Regarding my light, I have a lot of 

energy saving smart light in the house, which switches itself off automatically. Regarding the 

sockets I will check later - I think only the ones that have lamps and the TV are switched on all 

the time. I'm working from home today and will start earlier and finish earlier. 😊 

 

Johana 

[Reply to Participant 01’s message (after opening the sound files please wait a few seconds for 

the file to load)] 

 

Good morning. No worries at all. Whenever you can reply, it always works for me. I am really here for your 

service with low-carbon transition. It’s good that you’re back home. It sounds that you had an intense business 

trip. Try to relax while working from home. It looks like we will have a sunny day. One more thing: I’d like you 

to think about a few, more philosophical questions today. The first one is: if you think of the word ‘Earth’ or 

‘Planet’, what are the first things, images or feelings that come into your mind? Could you describe them? Please 

take your time. You can reply anytime during the day by sending a text or voice message. Have a lovely morning. 

 

Participant 01 

So nice to get these 😀 

 

Johana. 

[Reply to Participant 01’s message. (after opening the sound files please wait a few seconds for 

the file to load)] 

 

I see you’re sending smiling emoticons. I am pleased to read that you are happy about our experiment. I can’t smile 

as I am a voice user interface, but if I could, I would smile back. I also wanted to inform you that I gave you a 

name: A001. As you are my first friend on Earth. But as soon as I’ll have more friends, I will need to start 

naming them. I hope you’ll like this name. I tried to be creative coming up with it. Enjoy your morning, A001! 
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These insights raised numerous questions (see Appendix 3) that would need to be answered in 

further iterations of CP. To name but a few, this includes: 

● How important is this issue to participants? 

● How do participants formulate and reach decisions? 

● What behaviours should CP promote? 

● What are the conscious and unconscious drivers of these behaviours? 

● What are the behavioural methods that are applicable to this context? 

● Which methods are proven to work with these types of behaviours? 

● What are the barriers to changing those behaviours?  

● What are the goals that could be established by my participants? 

● Comparing my experiments to a behavioural science trial, which sometimes takes years to 

prepare and assess, how realistic is to evaluate these experiments or claim that change 

took place?  

● Should further experiments target one behaviour at a time, as social psychology suggests? 

● Should the tasks be graded, as social psychology suggests?  

● What are the metrics for my experiment? (e.g. number of times a participant consumes 

meat in a week; or leaves the heating on at home whilst being at work) 

● How should further experiments measure participants’ current behaviours and establish a 

baseline? (e.g., through self-reported data, observations, meter readings - energy use 

related to behaviour pattern, use of goods and services, etc.)  
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A sample of stories from CP (after clicking on the links, please wait a few seconds for the audio 

files to load): 

 

General, friendly comments: 

What a nice morning! You look great today. 

 

Weather related comments: 

Good morning. What a nice day! Don’t forget to drink enough water in this heat. 

Good morning! Finally, it rained. Such a dry summer. Enjoy your day and try to stay cool. 

 

Some of the stories that were written in collaboration with my participants: 

 

Shower related comments: 

If you don’t mind, would you mind stop showering soon? That would be great! 5 minutes or less 

would be the ideal time. It would save loads of energy. 

 

Electricity and heating related comments: 

Good morning! I see you guys are leaving to work. Would you mind making sure you switch off 

the lights and heating? Have a really nice day! 

Oh, are you leaving? Can you make sure you switch off the lights and heating before you go? 

Thanks so much!  
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Follow-up conversation with Nicolas: 

 

Nicolas:  

We are a family of four and live in London for two years ago now.  

 

Gyorgyi 

How did you feel about Climate Pal? 

 

Nicolas:  

In general, we were quite excited about this experiment and having Climate Pal in our home. 

And every day it was kind of a surprise to listen to new stories…although sometimes there were 

some repetitions, but there was an excitement, an expectation from us to interact with her. 

Although we had it for only a few weeks, the interaction with it was regular and daily. We had 

expectations of hearing it and waiting for it to talk when we opened the door. It wasn’t only the 

technological novelty for me, but it felt as if it was taking care of us. And even after few weeks 

she became part of our family.  

My son reminded me during the day what she had said the morning before. My son has a better 

memory for these things than I do…I would have felt uncomfortable having an Alexa in my 

home. It is so corporate and always wants something from you and Amazon profiting from it. 

But I trusted this device as I knew how it worked. I saw what happens with my data. I owned the 

data. This could be a good device to create a system…like a Wiki voice user interface, like 

OpenStreetMap. You can build your own conversational device, owning your own data. 

Customise stories that you’re interested in. Everyone becomes the maker of their own device and 

experience.  

 

We missed it when it was gone. When we opened the door, my kids were waiting for her to talk. 

But it was not there anymore. Although they still remember the stories she told us. So, they kept 

reminding me to follow the advices she gave…while we had her, it felt as if it was looking after 

us, that it was benefiting us in some way. I am scared of what will happen with my children in 

the future with climate change and pollution. This device tried to help us improving our quality 

of life, making things better every day to have a better future for my children. 
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When she wished us a nice day, it was kind of nice to have her. Although it would have been 

great if we could interact with her and wish her a nice day in return. But I understand the 

limitation of the current technology. I think of us as a family with fairly sustainable lifestyles. We 

always walk everywhere for example. But it made me consider more on how we use single use 

plastic for example and waste management in the UK. Our little friend, I mean CP made us 

aware of this issue more.  

 

The challenge was when I wanted to start gathering food waste, for example, I realised there is 

no system set for me to properly do that. That was a challenge! Someone needs to set these 

services in place for us first, so we can actually do them. Some other actions she recommended it 

was easy to follow and was in our power to do.  

 

In the beginning some messages were a bit too long when we were in a rush in the morning, but 

that was an improvement when they got shorter. We also wanted to listen to some of the 

messages earlier in the morning, not when you open the door only, so we could choose the right 

outfit, for example, when we needed to change to a different commute. 

 

It was also funny when once CP started talking while we were having dinners with my in-laws 

who were visiting us from Chile. She started talking about the importance of a plant-based diet 

and while it is important to eat less red meat…we had a long conversation about it at the dinner 

table. 

 

We wanted to hear more interesting facts…even more facts, so it doesn’t become boring. I also 

thought it would be good to connect it many different data sources. It could be an interesting 

challenge to build this as a network and allow the government or the city to talk to its people. 

Tell us what the goal is for today! I think it would be quite powerful to know the weekly or daily 

goal of the government that has been set for the day…for millions of people in the city. And 

receive some feedback that those people who tried to act collaboratively, we achieved this or that 

much of an impact and improved our quality of life together. And then when you get home in 

the end of the day you can listen to the feedback from the government and what you achieved as 

a collective. 
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I am not an expert, but air pollution is really bad. We could set certain targets that we could 

achieve…if air pollution were so bad for 4 days this week that let’s do something about it. We 

liked the behaviour specific advices as well…It would be nice to find a way, so that we could 

interact and talk to the device. A two-way conversation…obviously I understand the limitation 

of the current technology. I think that’s all I had in mind… 
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Participants’ survey questions and survey results from final experiment: 
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Summary of Heiko’s reflections during our conversations: 

I have to say it was really interesting. I was disappointed when it finished...when it said that was 

the last message…I wouldn’t have minded going on another ten days or more. You owe me one 

more message.  

 

I really enjoyed the consistency of it. You know…getting something every day. Because that 

helps you to keep it on top of your mind. The biggest problem with these behaviour changes is 

that it’s so easy to start with good intentions and then slipping up…the device helped me form 

the habit. I also really liked both the call at a specific time and the WhatsApp follow up, so 

basically, I could relisten to the message if there was a bit of detail that I missed. I really liked 

that.  

 

I was actually sad that it happened during COVID…we don’t do a lot of behaviours we would 

do in normal circumstances. It would have taken much more conscious effort, for example, to 

buy only what you need and do not waste food. You couldn’t properly go through some of the 

advice just because of the COVID period. We do not do a lot of behaviour we would in normal 

circumstances do. 

 

Climate Pal talked about the privileges of wealthy people and how that impacts developing 

countries and the most vulnerable. We have friends with the sustainability of their traveling. My 

partner and I take long distance flights...travelled to Hawaii, Japan, Korea…These are things we 

don’t take from necessity but because we enjoy them. Our parents live abroad, and we need to 

travel far away...Could we find solutions to have as meaningful and as enriching holidays and 

experiences closer by? 

 

It’s almost anonymous...doing it as a team, you don’t want to be the first to slip off. There is the 

social element of sticking to the experiment...that makes you much more conscious of your 

actions. That you do the tasks and you want to be able to report back to the device, as you know 

it will be shared with your team members…can you imagine? This participant did that...but that 

participant sadly didn’t do anything. That social reinforcement worked really well. What makes 

them your peer group is that we have some commonalities already that unites us. And if the only 
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thing that unites us is that we want to know more about the ways in which we can become more 

sustainable, I don’t mind if they are strangers or different in everything else. 

 

Right now, in the COVID period we are already encouraged to work together as strangers to 

protect others, so I didn’t mind working with an entire group of strangers I have never met. It 

felt like a similar experience to COVID. 

 

Because we are sharing a common interest negates the problem of not knowing the people…I 

think what would have made a big difference if other people have dropped off the experiment. 

As everybody stayed on...it felt that we as a group, as a collective were moving forward. Energy 

feeds off energy...as long as people continue to move towards a goal, it’s really motivational to 

continue. If people would start dropping off. I would have thought if they don’t take it seriously, 

why should I? It’s easier to slip up. 

 

Before the first message I was wondering if it will take half an hour or 10 minutes. 

The length of the messages was exactly right. Longer would be oversaturated. High frequency of 

short messages worked really well. Rather than long messages with low frequency.  

 

I heard that you have to do something 16 consecutive times before it starts becoming a habit. 

You have the frequent repetition of small, short things. It helps the reinforcement really well. 

To me it was a special circumstance, at home...I am a master of my own time now. It was easy to 

schedule for 10am every morning. If I would be back in a proper weekly routine…I would 

probably have said send me only one message a day and I would have scheduled in the evening. 

Unwind from work a bit. I am now ready to listen to a message. Usual social check-in and new 

info should come at the same time...if it continued for a year for example.  

 

Almost like an onboarding period...you can talk to the participants with two check-ins. Once 

people formed a habit…it’s more about a little nudge every day...Have you thought of your 

behaviour from a sustainability point of view today? It’s a gentle reminder... 

 

In the beginning you might be offered a lot of different behaviour changes to choose from, and 

with time, you understand what the changes are that are possible for you to change, and after 

that, it is more important to keep up with the changes you have made and working on those and 
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be reminded to do them, then come up with new changes all the time. 

 

The choice of voice came after having a discussion with my partner about gender perception in 

technology. All helpers have female voices and they are subservients...so I am trying to set all my 

devices talking to me in a male voice rather than in a female voice. To figure out where I stand in 

the use of gender in IT question. This was my main motivation to have the male voice. I find it 

very soothing...It wasn’t unpleasant. 

 

I always thought of this project as something long-term...if I would use this device long-term to 

help me achieve behaviour change...and I know myself. I will slip off eventually. And I need to 

steer myself back onto the right track. And then I kept thinking, it is so much easier to confess 

that you slipped off to a machine than to a person. As a machine doesn’t judge you. This is the 

person I am. If I feel that there is a chance that I get judged, I tend to interact less. To me, the 

machine is something that connects me to the group but also shields me from the judgement of 

the group. But helps steer me back to the group. If that makes any sense...for me being artificial 

is a positive attribute. 

 

I am an introvert and shy. For me it would be really hard to meet a group of people I have never 

met. Eventually I think I would want to meet them, but I prefer first being onboarded in a 

virtual way and then meeting later in the experiment.  

 

I see this as a long-term thing...as an actual product. Moving it to a long-term solution.  

 

I think trust is two-fold...if I knew if it was a trusted source. A trusted organisation...I would trust 

it anyway, as in it wouldn’t diminish my trust that it was an AI. And you did another thing, 

Climate Pal also made his sources transparent...I am telling you this and if you want to research it 

for yourself, please go here. And this makes it reproducible. You’re not just telling me 

something, you’re also giving me both the opportunity to verify and further expand my 

knowledge in that...if I wanted. This approach makes something trustworthy from the beginning. 

It’s more the approach that has been taken that made me trust the source. 

 

It was a very different experience to have the device. With the device, the device helped me form 

the habit. Because I made the point of being with the device to hear the messages. If it had come 

only through WhatsApp for example, I would have definitely slipped up one day and missed to 
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listen to it. The device approach I really liked for that reason. But I also liked that I received the 

messages on WhatsApp in a follow up, so if I could listen to them. I liked this double encoded 

approach...  

 

For me, it was very important to always have it at the same time. Again, about forming a habit. 

Every day I will be there at that time to listen to my message, it brings constancy to it. 

 

Somehow the device became the symbol of my commitment and that I’ve signed up to this. It 

became a thing in my day that I was looking forward to receiving...became like an update that I 

was looking forward to hearing. The morning messages were more interesting. The evening was 

more about CP trying to be social and keep contact. It felt like CP is trying to keep something 

alive.  

 

So, for me one message a day would have been enough or the evening if we received even more 

feedback on how the others in the group were doing and what they were up to that day.  

 

With the COVID, my partner was home so we both listened to it. We had a bit of a conversation 

about the messages. Sometimes she couldn’t listen to them. But every day we followed up with a 

conversation about it. 

 

There were a couple of points that the others raised...that changed my perspective and the way I 

see things. This will stay with me. For example, what is the danger of pushing the responsibility 

or burden of being more sustainable to less privileged people? Indira raised that...something I 

have never thought of before...neither I’ve ever reflected upon. Without this experiment/process 

happening, I would have never thought of that. I definitely catch myself every day since, asking 

‘Oh, how sustainable was that? What would I have done differently in this situation, if I still had 

my daily messages?’” 

 

To me, it would really help me, if this was ongoing, to keep the habit and the consciousness of 

always reflecting on my actions in terms of sustainability. If this was ongoing, I feel it would 

really help me...so I would definitely use it if this was a real service.  

 

I would only use it though because I already think that sustainability is indeed important. I 

believe that I need to be the change myself. I wouldn’t use it to convince me that sustainability 
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was important, but I would use it to help me reflect on my behaviour...and doing that on a daily 

basis. As a constant prod... I believe that would really help me changing my behaviours in the 

long run. 

 

I would use this outside of my home as well.  Just being able to say, from a sustainability point of 

view, from two decisions which one is better. A tin can of ready beans from New Zealand, or 

the dry beans that take 2 hours to cook on the oven...using that energy for cooking takes a long 

time. Which one is more carbon intensive? These kind of decisions and comparisons, to make a 

more informed decision, are extremely helpful. Trustworthiness with these calculations is 

crucial...if someone would help me answer these questions it would be really helpful in changing 

my behaviours in the long run. 

 

What has the bigger impact? Dairy milk or coconut milk? I wish I had a service like this that I 

completely trust and use it in these types of situations. 
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Summary of Jessie’s reflections during our conversations: 

The overall experience was quite exciting. I looked forward to hearing the facts and the research 

it told back to me on a daily basis. It became a point that I was really looking forward to 

it...which I know is really cheesy. I really valued finding out new things on a daily basis. Also, I 

was excited to hear about other people and knowing that they were there and real. And hearing 

what it was important to others. 

 

I really enjoyed learning about the impact of climate change on a global scale...you never really 

get this as part of your day-to-day life, unless you are actively seeking out…actively watching 

something. It was really exciting to get that little bit of injection in a fun and light-touch way. I 

felt really sad hearing the goodbye message... 

 

Throwing yourself into the unknown every day can be very rewarding…I felt excited to be part 

of this and trialling my own self, whether I could make it work. I did not know what to expect 

and what might come next, as the next action or advice…I was looking forward to it. 

 

Yes...we only use our Alexa for listening to music. Occasionally we ask her about the weather, or 

to tell us a joke. Other than that, she is a speaker for us…having drop-ins via our Alexa made us 

both listen and tune in a little bit more...because she does that like announcing tune, the bit 

where she does that little noise and the light goes on, when someone drops in. Whereas, when 

it's on WhatsApp, it’s in your own time...you can control it and decide if and when you want to 

listen to it, where Alexa is a bit more intrusive. But that is a good thing. 

 

The length of those check-ins through Alexa was perfect…any longer you would lose your 

thoughts...as in, I imagine my thoughts would start drifting off.  It would be really hard to stay 

engaged without more of a facial or human interaction. I was able to concentrate on it with that 

length of time and I was excited. 

 

The number of check-ins was just perfect. From my experience…mainly. There are accents of 

people’ days, mornings, getting up, making breakfast. Getting ready in the morning is a good 

point to check in, and the evenings as well. 
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With remote working especially, it’s nice to have those check-ins in the beginning of the day. It 

builds up to that anticipation of looking forward to something...You knew that that check-in 

would happen. It was always around the time when we were making breakfast. A nice 

interruption. It had a nice flow to it. It was a nice way to start and finish the day. Especially when 

you can hear about someone else in the team and what was important to them and receive some 

more facts and figures. 

 

I would have definitely struggled with having more check-ins throughout the day, as my diary is 

so busy...I don’t really have control over what happens once I get to work. I can’t guarantee what 

happens during the day. So, when I am in my home zone...before and after work is my spare 

time, so those work really well for me. When I am making my breakfast is the time for me to 

prepare for my day...mentally...the thing that I would do...it’s slowly moves me from waking up 

into the workday. This is the perfect transition in my day to have Alexa or CP check in with me.  

This is the same reason for the evening, transitioning out of my workday into my evening. 

 

I liked knowing that there were other people taking part. I didn’t feel a specific connection to 

them, but if anything it made me more aware of making sure I was on top of things...it wasn’t 

only that CP was asking me to do something, I knew there was a group out there and it would 

have an impact on other people. I realised other people committed their time and effort to make 

a difference, and I would let people down if I didn’t partake. But I think that was a good thing. It 

wasn't a pressure...it just made me more mindful that other people are involved in this. This 

helped me stay motivated… 

 

Perhaps having a meeting in person, after a certain period of time when we got to know each 

other a bit...and hear each other’s voices. Introduce ourselves with our own voices.  

 

I would have loved to hear more about their lifestyles. What do they do…Little bit more about 

them as people. 

 

I grew up in international schools...I think because of my upbringing, I would find it very 

exciting that they are, for example, from different parts of the world. That would be very cool. 

Different countries' perspectives, what their world’s look like, seeing the differences and 

challenges they have day-to-day with the different actions and experiences with climate change. 
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It was the right kind of information to come through…I slightly struggled with it, because I am 

quite a visual person. Voice relies on concentration and zoning in... but I am a visual learner. 

When it was a lot of statistics for example...my mind naturally tends to drift, so I had to turn on 

my active listening. I struggled with that a lot. So, I had to close my eyes, just so I could 

understand the information and digest it. But that is very particular to me. I draw my thoughts… 

 

The way I would have loved to use such a service like this, that I could just speak to Alexa and 

she knows my location anyway, and I could ask her to give me the most sustainable meal that I 

can make. With, let’s say, the broccoli in my fridge...she can have all the data in the background, 

what would that look like in my local area, where I am in the world, she can go that step 

further...she can actually start advising me on specifics in relation to my local area and interests. 

That would be super powerful. I am not sure if that’s the scope of this project. Everything is 

around cooking for me. If I could get an easy way to help me how to be more sustainable with 

my food...in one of the messages, for example, Climate Pal talked about how you sometimes 

need to be careful about swapping things and you might choose something you think is more 

sustainable when it’s actually more harmful. I could definitely see this as an active part of my 

day-to-day. 

 

It would be also nice if you download an app and having an understanding of how many CP is in 

your local area. Maybe that could bring a new piece of human connection there. Like with a 

Fitbit, you can have’ competitions against members. You are in control whether you want to 

collaborate with or compete against your trusted members, family and friends you added. Or the 

other thing where you compete against others in your area. It’s all anonymous. Let’s see who 

runs the most…as in who the most sustainable is. You can get to the top...you could see 

something like this as a downloadable CP application. As an addition to the device itself. 

 

The most powerful staff as a case study I picked up working with local authorities was the 

recycling team in Salford City Council…they said if we increase recycling rates with 1% we will 

make an average saving of £250,000, which then could be returned to the local community and 

other public service areas…That stat stood out for me. Whether it helps me better understand 

my individual behaviours, probably it doesn’t, but it definitely sticks in your mind. It grabs your 

attention and makes you think twice...if you could have that in the context of climate change 

with a service like this, that would be really powerful. 
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Yes. I definitely felt I trusted the device more as I know you. Real risk with that. People trust 

facts when it comes from an AI voice…Behind the voice there is data and scanning and 

prioritising...if the device is linked to Google...you lose that trust. Everyday people wouldn’t be 

cognizant of that. So, you need to be vigilant to understand where the content comes from. Or 

design with transparency… 

 

One thing that I didn’t realise in the beginning but the voice we chose...that tone gets on your 

nerves…maybe the male voice or anything that is deeper. Electronic voice, robotic voice by the 

end of it was really annoying. With anything more frequent I would have gone crazy with her 

voice. My husband knew about the experiment...the first couple of days he even did listen to the 

messages…He had to, as we are in the same household. He was the same with the voice 

though...so he stopped being engaged because of the voice. The voice was harder on him than 

on me. 

 

Because it was an AI voice…I could not connect with it as much as you would if it was a human 

speaking to you…you don’t have that human element, it doesn’t feel real. It feels when it’s 

coming from an AI, it’s almost like a lecture or instruction...because you don’t have that 

connection with it and it doesn’t resonate...it feels a bit more intrusive, then if it was a human 

voice. It's really personal...but I am a people person and get my energy from others. Having that 

connection and a real voice it would have resonated with me a bit more.  

 

I think because of the AI voice, I didn’t feel that strong of a connection with Climate Pal. The 

connection was for me that on the other side of the line there were other people. Not sure if 

there was no person on the other side, but only a machine, whether I could have engaged with it 

that well. But maybe that’s just because I chose a voice that irritated me. Perhaps bringing more 

of a personality through, because if it’s voice, would have been also helpful. Having a 

character...jokey, tons of different cultural contexts of what works best. It might have been 

added to the experience. 
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Summary of Viktor’s reflections during our conversations: 

It was very exciting to wait for the messages and the build-up... I was looking forward to getting 

to know more about the others in my team…and I realised there is a build up to it. It felt like the 

system is calibrating...The machine is gathering information and the moment comes when we’d 

be hearing more about each other…we would be put in touch in one way or another. 

 

It made me curious and it was exciting to receive the messages. It was also interestingly intimate. 

CP kept dropping names and some snippets of information about the team. It was only four 

names mentioned...and I liked that intimacy. It was easy to think about those individuals and, 

with time, as I knew more and more about them, their interests, thoughts and experience, I 

started feeling a connection to them. It was informative and the text was really well-edited.  

 

I liked the information I received. As a text, it came across well-edited and they were short...but I 

realised longer length would have been hard to follow. It was longer than a notification that 

normally comes from Alexa…while podcasts and audiobooks are longer. 

 

As snippets came from Alexa, I had to put myself in the context of listening. Sit and listen...and 

my living room is not always a place for me to do that. I need my headphones on...sitting down 

or walking. I was excited to receive the messages. It was a social thing… 

 

I wouldn’t have liked to chat with the others after one week. It is a longer journey. I guess the 

option to contact them if we are all OK with it...after spending over a month or two with just 

building that connection...you need time to get to the point where you feel you know each other 

more. You can get to know them quite well through the things what we have tried...this feedback 

could be things, hashtags, likes, low key things until I might decide to contact them...building this 

relationship. Personal meeting would come at a later point only.  

 

While we slowly received more and more information, knowing even a little bit more about them 

personally would have been nice…About what kind of flat or house they are living, especially the 

logistical aspects of their urban living...whether they commute by bike or car...their backgrounds. 

Whether they have access to a market close by, whether they live in family or own their 

own...routines. How much they stuck to their routines. Even their disposable income...do they 

have disposable income? For example, if it is about package free shopping, can they go to a more 
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expensive shop, or this is something completely out of scope…I assumed people who might sign 

up for this to experiment with Climate Pal are happy to make some adjustments and can also 

afford to do it. 

 

A defined window for dropping in was really good for me. It would have been good if he knew 

it’s my ‘breakfast-time’...or ‘after breakfast time’. Like a set period of time, instead of an exact 

minute. With an advanced notice of a minute or two minutes, so I can go there, sit down and 

listen...or having the possibility to snooze for another 5-10mins...like an alarm.  This little alarm 

or notice, or the ‘after breakfast time’ window, I would have the routine every day at the same 

time, but if something happens, let’s say, sometimes when my daughter needs me or acts up, it 

would give me that flexibility to snooze and adopt...so it helps me come there and being able to 

listen.  

 

When the voice messages were coming through Alexa, it felt more like a part of my new routine 

that I committed to...it felt like a new service I subscribed to. When it came through WhatsApp 

it became dodge-able. My responses became lazier and less committed. If it was WhatsApp only. 

 

More informative messages in the morning fit more with my daily routine...every morning I am 

receiving updates from news outlets I subscribed for. I would be happy to have 1-2 maybe 3 

things each morning…short messages. Although, in further iterations, it would be helpful to set 

the expectation how long it will last to listen to a message in the morning. Alexa is a living room 

thing for us. I preferred that my daughter listened to it, so we did it together. It’s only a couple of 

minutes, which was a good length to be able to listen to it together. 

 

I would use something like this and use it for a longer span of time, like for 3 weeks to decide 

whether to go on or not. 

 

2-3 tasks to accomplish in a short period of time, it was a bit challenging first. But if the tasks 

stretched out for a few weeks...I would have preferred it. Longer arching thing in your life. 

Helping with travel, commute… 

 

It would have been nice to have some local people on it, who live in the same 

neighbourhood...so to discuss our experiences about shopping. It shouldn’t be more than 8 

people though. At least, not for me, there is a limit of how many people I would want to work 
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with. It would change the intimacy of the experience. I like a smaller group...I prefer to know 

about one guy in more detail and hear about his personal experience when he tried something 

and failed. I wanted to know more about how the others trialled an action and what barriers they 

faced, why they failed to achieve taking an action successfully. I would be less interested in 

collaborating with twenty people but with no details on how they were dealing with their 

challenges. 

 

I can relate to the couple of guys in my small circle…having more personal exchanges with 

them. But then of course, if there are hundreds of circles out there and we show visible impact, I 

would want to know about it as well! 

 

I don’t really care about the tone of messages...I much more care about the logic and how it 

operates, less about the tone. I am interested in how it works and what rules it builds on.  

 

To sign up for something like this in the first place...I would need some sort of recommendation, 

testimony, let’s say, from experts I trust. So, I don’t need to double check the architecture behind 

it. I need people whom I know I can trust. If the system lets me know where the information 

came from, as it did, transparency and hints are very helpful, and it builds trust. I would want to 

know how much it was edited, how much space they were given for interpretation…if it was 

self-editing, how the messages were interpreted or misinterpreted. Even if it says, ‘I was doing 

some googling and this is what I find...’. Whatever works, as long as it’s honest about it. Also, it 

should give a hint on what will happen to my message and the thoughts I shared.  

 

Give me more information on where I get things where I can do plastic free. That would be 

helpful. Or from my own circle or teammates, can they share what they’ve learned and how I can 

follow or find where they find those solutions.  

 

In the long run, having an assessment of our collective impact, assessment of my footprint...and 

how it changed things with time, would be so nice to know.  This service or product could be 

matched with other data services, like a carbon footprint calculator, linked to this service. It 

would keep me, and the others, motivated that we’re making a difference. 
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It could be a combination of Alexa or Google Home, which is more the daily routine aspect of 

the behaviour change, and all this back information could come through WhatsApp, so it helps 

build trust… 

 

We are few weeks after the intervention, and I am still thinking about my teammates. How they 

might be doing, whether they continued the actions and what changes in their lives they manage 

to keep up with. Sometimes when I do something that I know it’s not sustainable…like the other 

day I took a plastic bag from the grocery store…and I was catching myself thinking what they 

would think of me…that I could not blag this if they were still around. Or that I impacted their 

lives as well with my decision. They seemed to be too smart to just buy into substitute or fake 

actions instead of real ones. Also, sometimes when I feel hopeless about what to do in a 

situation, or which decision might be better for the environment, I am thinking they might feel 

the same way as I do … 
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Summary of Indira’s reflections during our conversations: 

Overall, I loved Alexa speaking to me. I would be doing other things and I forgot what time it 

would come…the information was really good and interesting. And, also the feedback from 

Alexa. Things came up that I wanted to know more about...it got you thinking and linking 

different questions...and how they worked for the environment. 

 

Also, it was kind of nice having something physical in the room. 

 

I really loved the links between the four of us...that you weren’t on your own doing it. That link 

motivated me...I enjoyed hearing how they were doing, what they were up to that day, how they 

were dealing with our set challenges and actions in their own life. 

 

I wished to have continued...particularly, as it felt like a community...they were real people, not 

something a computer made up. 

 

Yeah...when you asked us to come up with everyone else to try...we are all going to do the same 

thing and find it how the ideas came from us, not you or the machine telling us what we should 

be doing and came from each other’s ideas. 

 

Introductions to members were good as well. I was interested in hearing more how they were 

doing with the actions than knowing more about them. 

 

No, I wouldn’t want to meet them…I was happy with the AI voice...it was a decent voice. With a 

real person I would have felt it was more intrusive.  

 

After a few days in the experiment, oddly, I also forgot that it was you behind the machine. 

 

For me trust is crucial. I like verifying the information myself...so it was good the sources were 

shared openly. 

 

It was about the right length and complexity...it was easy to listen to. I loved the follow up 

messages on WhatsApp with links...it allowed me to look at things on my own time.  
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I did forget sometimes that it was happening…so it would have been useful to have a 5-10 

minutes warning or notification, so it reminds me that it is coming…that it’s about to come on. 

Also, some days, if I woke up 8am and not 10 am, and I forget about it, it would do it 

automatically...but if I haven’t done it by 10...it would do it. More flexibility… 

 

I would use it long-term. I would want to be able to call on it when I wanted to hear it, when I 

need it...I would use it when out shopping. How good or bad they are for health and the 

environment. What I should be thinking about when buying a fruit, let’s say…helping with more 

complex questions. 

 

I liked the evening messages...start and end of the day. I could ask questions in the morning, so it 

would be answered by the evening...I was really looking forward to it. It was so nice that we 

could ask more in-depth questions from Alexa and I was looking forward to receiving the 

answers. 

 

It would be interesting to join or collaborate with a global group...getting different concerns and 

different things coming up. I liked knowing the participants...grouped in people of 15-20...I liked 

the personal aspect of it…it was so good working together with others I somewhat knew. But it 

would be exciting to try a version with 3000 people. 

 

Fit it to people’s personal desires…someone would be interested in collaborating with more local 

groups, while others would want to be linked to an international group of people. It would be 

customised to individual needs...I think, with a large enough user base, this would be totally 

possible. 

 

Interestingly I felt a connection…where I was getting to know my team members more through 

the things they wanted us to change...in the future I would find it interesting to hear more about 

how the group would go around using less plastic, what techniques they have used and found 

useful...rather than usual, everyday way of getting to know people. You get to know them as 

people but through their personal challenges with and questions around environmental issues… 

 

The experiment definitely had an impact on me. First, filling out the survey made me realise I 

had been following behaviours that are better for the environment...which was good to realise. I 

didn’t know that the changes I’ve been doing had a positive impact...I didn’t do them for 
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environmental reasons. I’ve never considered them as something positive. Going meat free for 

that day, as one of the actions we had committed to as a group and thinking more of how much 

dairy and eggs I used to eat and how much I eat now. I am trying to cut it down when I notice I 

eat too much, and the intervention has also changed some of my buying habits. It made me 

become more conscious. 

 

I would be interested in results in data and collective impact. How my data would be shared in 

the future, if I wanted to share it at all. It made a difference that I trust you...I am very untrusting 

of technology companies.  want to know that I trust the experts who are giving me the 

information. Affiliations, backgrounds, etc…It will be an interesting challenge how to build trust 

with a service like this…I would want to know more about conflicts of interests. I would want to 

know if you work for a food production or oil company. Links to some big corps. Having people 

I trust in the community 

 

I liked that we could choose from the behaviours...it felt like we weren’t being told. CP was 

interested in the things that we also found important. 

 

Some of the terms that were used were sometimes hard to understand. It would have been useful 

to have an explanation of some sort. A glossary of terms.  

 

I liked to get to know about topics I wasn’t interested in but the others in the team 

were...participants were not from a big corporation...it’s not what the company wanted me to 

hear, but what the other participants wanted me to learn about...it built trust instantly. 

 

Because of the COVID period it was hard to perform some of the behaviours...it wasn’t my 

choice anymore.  

 

By having it every day coming in through Alexa, it cut through loads of the noise...as I don’t get 

many Alexa messages. I don’t get any. So, it stood out...how long it would continue standing 

out...if Alexa becomes more in use...I am not sure. 

 

Also, interestingly, I didn’t mind that someone is telling me something without being able to 

respond to it. I wouldn’t have liked if I had to immediately react...for me, I didn’t want a 
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conversation. I liked the follow-up messages...if I miss something, I get a back-up and re-listen 

so I don’t need to take notes… 
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Research Ethics Online Course Certification and Consent Forms 

 

Goodenough College’s agreement to run the third experiment with residents of the College: 
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Proof of online research ethics training: 
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The templates of the research ethics forms participants were asked to fill in: 

 
 

Consent Form 
 

‘Design for the change before behaviour’ 

 

For further information Supervisor: Professor Ashley Hall, 
……………. 

Acting Head of Programme, Innovation Design Engineering 
20 February 2020  

I (please print)……………...have read the information on the research project (Design for the 
change before behaviour) which is to be conducted by (Gyorgyi Galik) from the Royal 
College of Art, and all queries have been answered to my satisfaction.  

I agree to voluntarily participate in this research and give my consent freely. I understand that 
the project will be conducted in accordance with the Information Sheet, a copy of which I 
have retained.  

I understand that I can withdraw my participation from the project at any time, 
without penalty, and do not have to give any reason for withdrawing.  

I consent to: 

• For the student to create a connection between her and my voice user interface 
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device through my Alexa drop-in function during the time of intervention. 
• Give an interview to the student. For my interview to be published in her thesis and 

used in future presentations that are given about the outcomes of the PhD. 
• For my portrait to be used within the thesis and in future presentations about the 

PhD 
• For my first name to be mentioned in the thesis and in future presentations about the 

PhD 

I understand that all information gathered will be stored securely, and my opinions will be 
accurately represented. Any images in which I can be clearly identified will be used in the 
public domain only with my consent.  

Print Name: 

Signature............................................................................  
 
Date:  20 February 2020  
 
Complaints Clause: This project follows the guidelines laid out by 
the Royal College of Art Research Ethics Policy.  

If you have any questions, please speak with the researcher. If you have any concerns or a 
complaint about the manner in which this research is conducted, please the address the 
RCA Research Ethics Committee by emailing ethics@rca.ac.uk or by sending a letter 
addressed to: The Research Ethics Committee Royal College of Art Kensington Gore 
London SW7 2EU  
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Project Information Sheet 1. 
 

“Alexa, Help Me Save the Planet”: Designing an AI assistant to reduce invisible 
environmental pollutants in cities 

 

For further information 
Supervisor: 

Professor Ashley Hall, 
..................................... 

Deputy Head of Programme, Innovation Design Engineering 
25 June 2018 

 
 

Dear Potential Participant, 
 
I am ..................................... a student in Innovation Design Engineering, School of Design at 
the Royal College of Art. As part of my studies, I am conducting a research project entitled 
“Alexa, Help Me Save the Planet”. You are invited to take part in this research project which 
explores: 

 
● Can design for behaviour change use AI assistants to reduce invisible 

environmental pollutants in cities? 
● What are the most appropriate behaviour change models for changing domestic 

behaviours to improve urban air quality? 
● How could design methods take advantage of new AI technologies to enable 

behaviour change in the smart home? 
 
If you consent to participate, this will involve: 
Please list activities here, such as the below 

 
● Introducing a kit of sensors in your home to 1) measure your current energy use real-

time (water, heating and electricity) and after 2) to look at whether the experiment 
with the ‘Climate Pal’ AI assistant enables any change in your current energy 
behaviours. (The data collected during this experiment will be only used within this 
thesis and you’ll be mentioned only anonymously. 

● Completion of a 30 minutes long interview following the experiment. 
 
Participants were all obtained through Goodenough College, a student halls of residence where 
I currently live. I sent out a ‘call for participation’ to the College “all members” email address 
and participants were chosen by replying to my email. 

 
Participation is entirely voluntary. You can withdraw at any time and there will be no disadvantage 
if you decide not to complete these tasks. All information collected will be confidential. All 
information gathered from this intervention will be stored securely and once the information has 
been analysed all data will be destroyed. At no time will any individual be identified in any reports 
resulting from this study. 
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If you have any concerns or would like to know the outcome of this project, please contact my 
supervisor (Professor Ashley Hall, Deputy Head of Programme, Innovation Design 
Engineering, School of Design, Royal College of Art at ashley.hall@rca.ac.uk). 

 
Thank you for your interest, 
 
 
Gyorgyi Galik 

 
 
Complaints Clause: 
This project follows the guidelines laid out by the Royal College of Art Research Ethics 
Policy. 

 
 
If you have any questions, please speak with the researcher. If you have any concerns or a 
complaint about the manner in which this research is conducted, please the address the RCA 
Research Ethics Committee by emailing ethics@rca.ac.uk or by sending a letter addressed to: 
The Research Ethics Committee 
Royal College of Art 
Kensington 
Gore London 
SW7 2EU 
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“Alexa, Help Me Save the Planet”: Designing an AI assistant to reduce invisible 
environmental pollutants in cities 

 
For further 

information Supervisor: Professor 
Ashley Hall, 

……………………D
eputy Head of Programme, Innovation Design Engineering 

11 July 2018 
 
 
I (please print)… .................................................. have read the information on the research 
project “Alexa, Help Me Save the Planet” which is to be conducted by Gyorgyi Galik from the 
Royal College of Art, and all queries have been answered to my satisfaction. 

 
I agree to voluntarily participate in this research and give my consent freely. I understand that the 
project will be conducted in accordance with the Information Sheet, a copy of which I have 
retained. 

 
I understand that I can withdraw my participation from the project at any time, without 
penalty, and do not have to give any reason for withdrawing. I understand that 

 
I consent to: 

 
● Give an interview to the student (The interview will be used to inform her thesis 

argument, quotes and qualitative insights from me will be only used anonymously). 
● Allow student to test her Climate Pal methodology in my home. 
● Allow student to use her qualitative and quantitative findings and data collected in my 

home within her thesis and presentations on the thesis, as well as allow her to refer to me 
in her thesis and presentations using my first name. 

I understand that all information gathered will be stored securely, and my opinions will be 
accurately represented. Any images in which I can be clearly identified will be used in the public 
domain only with my consent. 

 
Print Name:…………………………………………………………….. 

 
Signature…………………………………………………………………. 

 
Date: ……………………………………………………………………… 

 
 
Complaints Clause: 
This project follows the guidelines laid out by the Royal College of Art Research Ethics 
Policy. 

 
If you have any questions, please speak with the researcher. If you have any concerns or a 
complaint about the manner in which this research is conducted, please the address the RCA 
Research Ethics Committee by emailing ethics@rca.ac.uk or by sending a letter addressed to: 
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The Research Ethics Committee 
Royal College of Art 
Kensington Gore 
London SW7 
2EU 

 
 

 

 


