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Abstract

This PhD thesis utilises diagrams as a language for research and design
practice to critically investigate algorithmic prediction. As a tool for
practice-based research, the language of diagrams is presented as a way to
read algorithmic prediction as a set of intricate computational geometries,
and to write it through critical practice immersed in the very materials in
question: data and code. From a position rooted in graphic and interaction
design, the research uses diagrams to gain purchase on algorithmic
prediction, making it available for examination, experimentation, and
critique. The project is framed by media archaeology, used here as a
methodology through which both the technical and historical “depths” of
algorithmic systems are excavated.

My main research question asks:

How can diagrams be used as a language to critically investigate
algorithmic prediction through design practice?

This thesis presents two secondary questions for critical examination,
asking:

Through which mechanisms does thinking/writing/designing in
diagrammatic terms inform research and practice focused on
algorithmic prediction?

As algorithmic systems claim to produce objective knowledge, how
can diagrams be used as instruments for speculative and/or
conjectural knowledge production?

I contextualise my research by establishing three registers of relations
between diagrams and algorithmic prediction. These are identified as: Data
Diagrams to describe the algorithmic forms and processes through which
data are turned into predictions; Control Diagrams to afford critical
perspectives on algorithmic prediction, framing the latter as an apparatus
of prescription and control; and Speculative Diagrams to open up
opportunities for reclaiming the generative potential of computation. These
categories form the scaffolding for the three practice-oriented chapters
where I evidence a range of meaningful ways to investigate algorithmic
prediction through diagrams.

This includes, the ‘case board’ where I unpack some of the historical
genealogies of algorithmic prediction. A purpose-built graph application
materialises broader reflections about how such genealogies might be
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conceptualised, and facilitates a visual and subjective mode of knowledge
production. I then move to producing ‘traces’, namely probing the output
of an algorithmic prediction system—in this case YouTube
recommendations. Traces, and the purpose-built instruments used to
visualise them, interrogate both the mechanisms of algorithmic capture and
claims to make these mechanisms transparent through data visualisations.
Finally, I produce algorithmic predictions and examine the diagrammatic
“tricks,” or ‘chicanes’, that this involves. I revisit a historical prototype for
algorithmic prediction, the almanac publication, and use it to question the
boundaries between data-science and divination. This is materialised
through a new version of the almanac—an automated publication where
algorithmic processes are used to produce divinatory predictions.

My original contribution to knowledge is an approach to practice-based
research which draws from media archaeology and focuses on diagrams to
investigate algorithmic prediction through design practice. I demonstrate
to researchers and practitioners with interests in algorithmic systems,
prediction, and/or speculation, that diagrams can be used as a language to
engage critically with these themes.
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during this PhD research.

In memory of Sascha Pohflepp with whom I was looking forward to sharing

this research.

vi



Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Declarations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1 Introduction 1
1.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Methodology: an archaeology of/with diagrams . . . . . . . . 6
1.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Contributions to knowledge . . . . . . . . . . . . . . . . . . . 15
1.5 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . 16

2 Context Review 19
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Data Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.1 Vectorisation and operations . . . . . . . . . . . . . . . 22
2.2.2 Visualisation . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3 Predictive positivism . . . . . . . . . . . . . . . . . . . 36

2.3 Critical Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.1 Framed and framing . . . . . . . . . . . . . . . . . . . 39
2.3.2 Prescription machines . . . . . . . . . . . . . . . . . . 43
2.3.3 Diagrammatic excavations . . . . . . . . . . . . . . . . 49

2.4 Speculative Diagrams . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.1 All possible combinations . . . . . . . . . . . . . . . . 55
2.4.2 Designing in/with possibility space . . . . . . . . . . . 60
2.4.3 Computational speculation . . . . . . . . . . . . . . . . 66

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Preamble to the practice chapters 73

vii



3 Case Board 77
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2 The history of prediction: a diagram of diagrams . . . . . . . 78

3.2.1 Big data’s historical burden . . . . . . . . . . . . . . . 80
3.2.2 Taming the future into a space . . . . . . . . . . . . . 81
3.2.3 Genealogies of prediction . . . . . . . . . . . . . . . . . 85

3.3 Practice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.3.1 Case boards and yarnwork . . . . . . . . . . . . . . . . 88
3.3.2 Diagrams of the Future . . . . . . . . . . . . . . . . . . 91
3.3.3 A patacritical graph . . . . . . . . . . . . . . . . . . . 97

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.4.1 Starting in the middle . . . . . . . . . . . . . . . . . . 100
3.4.2 The x-axis as an abductive arc . . . . . . . . . . . . . . 104
3.4.3 Publishing the DOTF archive . . . . . . . . . . . . . . 107

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4 Traces 111
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.2 YouTube recommendations: the funnel . . . . . . . . . . . . . 113

4.2.1 YouTube as capture apparatus . . . . . . . . . . . . . . 113
4.2.2 Map the trap . . . . . . . . . . . . . . . . . . . . . . . 118
4.2.3 Seeing vs. knowing . . . . . . . . . . . . . . . . . . . . 121

4.3 Practice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.3.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . 122
4.3.2 Visualisation . . . . . . . . . . . . . . . . . . . . . . . 124
4.3.3 Traces . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.4.1 Enclosed and hosted . . . . . . . . . . . . . . . . . . . 134
4.4.2 Traces as conjectural knowledge . . . . . . . . . . . . . 137
4.4.3 Publishing and broadcasting traces . . . . . . . . . . . 139

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

5 Chicanes 143
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.2 The almanac as a prototype for divinatory data analytics . . . 146

5.2.1 A cosmic imaginary . . . . . . . . . . . . . . . . . . . . 146
5.2.2 Data for divination . . . . . . . . . . . . . . . . . . . . 149
5.2.3 Almanacs in the petabyte age . . . . . . . . . . . . . . 153

5.3 Practice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.3.1 Computation and divination in critical practice. . . . . 157
5.3.2 Almanac tooling . . . . . . . . . . . . . . . . . . . . . 160

viii



5.3.3 Cast of widgets . . . . . . . . . . . . . . . . . . . . . . 162
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

5.4.1 Sincere chicanery . . . . . . . . . . . . . . . . . . . . . 169
5.4.2 Stochastic Arrows . . . . . . . . . . . . . . . . . . . . . 171
5.4.3 Automated publication of predictions . . . . . . . . . . 173

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

6 Conclusion and Future Work 177

A Note on repositories 183

B Thesis repository 185

C Diagrams of the Future 191

D Architectures of Choice Vol.1: YouTube 199

E The Monistic Almanac 203

F Possibility Space 227

G The Presage Range 239

H List of conferences, exhibitions, and events attended 245

Bibliography 249

ix



x



List of Figures

1.1 Experimental design (Box, 1976) . . . . . . . . . . . . . . . . 12

2.1 The data science process (O’Neil and Schutt, 2013) . . . . . . 22
2.2 Iris Dataset (excerpt) (Fisher, 1988) . . . . . . . . . . . . . . . 23
2.3 Vector, matrix, and tensor (Goodfellow et al., 2018) . . . . . . 23
2.4 Nearest Neighbours (Bernhardsson, 2015) . . . . . . . . . . . . 24
2.5 Iris dataset in Python . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Iris Nearest Neighbours (scikit-learn) . . . . . . . . . . . . . . 25
2.7 Scikit-learn classifier comparison (Pedregosa et al., 2011) . . . 27
2.8 Over and Under Fitting (Lavrenko, 2015) . . . . . . . . . . . . 28
2.9 Neural Network Zoo (van Veen, 2016) . . . . . . . . . . . . . . 29
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Chapter 1

Introduction

Your data already knows the future.

The website of a data-analytics start-up (Verteego, 2017) makes a big
promise: data have predictive powers. No isolated spreadsheet is likely to
start dispensing predictions on its own, however. Data are operationalised
as part of algorithmic systems—entanglements of data, people, and
computation—in order to produce predictions. These elements are
impossible to separate from each other (Geuter, 2017), and from culture
itself (Seaver, 2017). Processes of algorithmic prediction move data from
collection/production, through mediation, to prediction, in flows that are
currently re-shaping the world in powerful ways.

Predictions—defined for the purposes of this research as knowledge inferred
through algorithmic processes on the basis of past data—are currently
proliferating on an unprecedented scale. They are not limited to the future.
Many predictive systems are focused on very short term results—for
example, predicting what advertisements are likely to be clicked on a web
page (McMahan et al., 2013)—while others explicitly aim to ‘predict the
present’ (Choi and Varian, 2012). Part of my argument in this thesis is
that neither data nor algorithmic prediction are new, however they are
being mobilised now as part of a paradigm shift that is challenging the
very nature of knowledge. This shift, once centred around “big data”
before being re-branded as “artificial intelligence,” is well documented
(Crawford et al., 2014; Kitchin, 2014; Rieder, 2016). It can be
characterised as the redefinition of all problems as prediction problems,
aided by vast amounts of data and ‘cheap’ computation (Agrawal et al.,
2018, 38).
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Knowledge produced through algorithmic prediction is made valid and
legitimate through a digital form of positivism: ‘the understanding that the
social world can be known and explained from a value-neutral,
transcendent view from nowhere in particular’ Jurgenson (2014).1 Corollary
to this position is a view of data as a ‘raw’ material (Gitelman, 2013), a
direct and un-mediated measurement of reality (Mosco, 2014; Fuchs, 2017).
With reality considered stable—and observable from an objective distance
through data—it follows that the future too can be known, through the
inference of causes and effects. In this epistemological position, the only
challenge to total knowledge of the present and future is to gather enough
data to capture reality in its entirety. ‘With enough data, the numbers
speak for themselves’ Anderson (2008) famously proclaimed in the pages of
Wired Magazine.

Promises made about and with data are part of what Beer (2019) calls the
‘data imaginary.’ As illustrated by the quote at the beginning of this
chapter, this imaginary positions data as ‘panoramic’ (29) and ‘prophetic,’
(32) among other characteristics. An industry of intermediaries, arguably a
whole new form of capitalism (Srnicek, 2017), mobilises this imaginary as
they transform data into “insights,” peeks into an unknown future. They
advertise a form of ‘prosthetic vision’ (Beer, 2019, 7), a gaze with ‘both
sight and foresight’ (32). To produce knowledge about the future, this gaze
peers deep, below the surface level of perception (28) and into
high-dimensional mathematical spaces constructed from data through
algorithmic processes such as machine learning. This knowledge is
legitimised by the ideological claim that the depths and volumes of data
contain knowledge that is unavailable, and superior, to that available to
our senses (McQuillan, 2017). Once predictions are surfaced through
algorithmic processes, they are folded back onto the present to inform
decision-making, re-shaping the world to bring computed futures into being
(Adams et al., 2009; Beer, 2019, 29).

This thesis is about finding ways to gaze back at algorithmic prediction, to
grapple with how “deep volumes” are created from data, and with the
operations that “extract” predictions from them. My entry point was to
consider the ways in which predictions are materialised, for example
through the design of visualisations and interfaces. As I approached
prediction with a design sensibility, I realised that these processes are
diagrammatic all the way down—from the “normal distributions” of

1Positivism dates back to Auguste Comte and his Course in Positive Philosophy
1830-1842 (Moatti, 2017).
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probability theory to “big data” operationalised as high-dimensional vector
spaces in machine learning (Mackenzie, 2017). Algorithmic prediction
activates data by spatialising them, and by constructing statistical
relations between them, in other words by turning them into diagrams.
From the standpoint of design research and practice, thinking with
diagrams provides some purchase on algorithmic prediction. Through
them, my research position is engaged on one side with the ‘operational
formation’ (Mackenzie, 2017, 43) of data and code, and on the other with
critical perspectives on their social, cultural, and political ramifications. As
a designer practitioner and researcher I am at once in active contact with
materials through practice, and attentive to the ideas, concepts and
theories that these materials reify. Design’s unique capacity for ‘moving
ideas through practice’2 is, in my view, the main vector for its potential to
contribute to broader debates in the (digital) humanities (Masure, 2017).
In this context, diagrams provide a vocabulary for research and practice, a
way to make prediction available for examination, experimentation, and
critique. I use this language to “read” algorithmic prediction as a
sophisticated set of computational geometries, and to “write” it as I
conduct my research through critical practice immersed in the very
diagrams in question: data and code.

Through diagrams this research aims to appropriate some of the materials
and tools of algorithmic prediction, and to mobilise them towards a
different kind of knowledge production; one that is rooted in creative
practice, situated, incomplete, and speculative. I take the diagram as a
device that connects practice to theoretical considerations. Specifically,
diagrams are in constant ‘oscillation between systematisation and
openness’ (Leeb, 2017, 31). On the one hand diagrams are instruments of
control, instructions for ‘the process whereby power relations are produced
through relationships of strength.’ (32) On the other, they are speculative
instruments, generating “lines of flight” in a ‘kind of cognitive sweep that
extends the possibilities of thought’ (Knoespel, 2001, cited in Leeb, 2017,
33).3 It is important to note that these are not separate types of diagrams,
but qualities present in each and every one. In this research, I bring these
oscillations to bear on algorithmic prediction as I read them as control
diagrams, and as I attempt to construct generative diagrams.

2Prof. Teal Triggs (supervisor) in personal conversation (April 2020).
3These theoretical views of the diagram famously come from the work of Deleuze

(1988, and other parts of his work). In this thesis, my contribution is not on this level
of theory, rather I draw from it to inform my research and practice. I mainly engage
with discussions of these works by others (Knoespel, 2001; Leeb, 2017; Marenko and
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Taken together, these considerations about algorithmic prediction, its
proliferation, its diagrammatic nature, and the potential of diagrams for
research through creative practice, lead me to articulate the research
questions outlined in the next section.

Brassett, 2015). The idea of oscillations between systematising/classification/ordering
and opening/speculation/generation is the central notion I draw from.
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1.1 Research Questions

My initial questions, as posed in the proposal for this research, were
centred around finding new ways to visualise predictive models, and on the
influence of visual languages on the perception of these models by end
users. Through this research, the diagram has emerged as a way of seeing
algorithmic prediction beyond purely issues of representation. Hence the
questions below are both the result of the research process throughout this
Ph.D. project, and the starting point for presenting the research in its final
form in this thesis.

My primary research question is as follows:

RQ How can diagrams be used as a language to critically investigate
algorithmic prediction through design practice?

As I began to unpack the terms as indicated in this main question, the
process led to the following two sub-questions :

RQ1 Research question one positions diagrams as bridge between
research and practice: Through which mechanisms does
thinking/writing/designing in diagrammatic terms inform research and
practice focused on algorithmic prediction?

RQ2 Leading to research question two which posits that to “critically
investigate” algorithmic prediction means to interrogate the ways in which
it produces knowledge: As algorithmic systems claim to produce objective
knowledge, how can diagrams be used as instruments for speculative
and/or conjectural knowledge production?
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1.2 Methodology: an archaeology of/with

diagrams

Diagrams are the focus of my research because they afford a practice-based
mode of engaging with algorithmic prediction. They open up a space for
critical practice with rather than simply against materials such as data and
code. Much of the critical scholarship on algorithmic prediction operates
from a ‘high’ theoretical position (Fuller, 2018, 251), with little contact to
the “stuff” itself. In contrast, diagrams offer ways to reconcile theory and
critique with materials and practice. In other words they create
opportunities for design to operate critically while ‘moving at the same
level of abstraction as the algorithm’ (Pasquinelli, 2015b). Through the
process of this research, I came to define this methodological position in
line with media archaeology—a field of media-studies and artistic practice
focused on “digging up” the forgotten artefacts and overlooked genealogies
of media history, drawing in part from Foucault’s (1972) Archaeology of
Knowledge. In this section I discuss the specific terms on which I engage
with, and borrow from, media archaeology.

While this was not declared from the outset of my research, the adoption
of this methodology was less a “turn” than a realisation that the research I
had already begun to undertake was of an archaeological nature.

Like the data-gaze, media archaeology aims to explore ‘depths’ but it does
not claim to surface total or superior knowledge. Instead it stays down, in
the ‘underground material strata of media’ (Bardini et al., 2016, my
translation) to explore, decipher, unravel strategies4, find poetry and
aesthetics. Its claim to knowledge production are much more humble. It
does not propose an objective gaze but instead offers glimpses distorted by
the very machines they attempt to observe.

The original proposal for this research set out a project around the
aesthetic materialisation of predictive models. I moved through a series of
stages to refine this as I focused the research. First I was concerned with
the “aesthetics of accuracy,” then with “possibility space,” and finally
found the right combination of practical and discursive possibilities in
“diagrams”. This was informed by the work of Mackenzie (2017), about
halfway through the research, which resonated with my own trajectory of
‘learning to machine learn’ (18). Theirs is an immersive practice that takes

4Industrial, economic, logistical, geopolitical, and ideological strategies (Bardini
et al., 2016, my translation)
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the materials of algorithmic prediction (diagrams, data, code, formulas,
books, tutorials, etc) as the focus for a critical investigation informed by
theory.

My somewhat risky, naive immersion in technical practice seeks
to support an alternative account of machine learning, an
account in which some schema, analogy, imagining, and sense of
agency can take root. Mundane technical practices, sometimes
at a quite low level (e.g., vectorization) and other times at a
high level of formalization (e.g., in discussing mathematical
functions), are elements to be drawn—sometimes literally,
sometimes operationally—on a diagram. (Mackenzie, 2017, 19)

Mackenzie combines in-depth practical understanding of machine learning
with ‘the theoretical resources of a media-focused archaeology of knowledge
and a science studies-informed ethnographic sensibility’ (18). He uses the
diagram throughout as an elastic and morphing concept, stretching from
the intricate geometries of machine learning all the way to critical theory.
Mackenzie’s work was instrumental in focusing my research on the deeply
diagrammatic nature of algorithmic prediction, and the ways diagrams can
be used to draw relations to critical literature from the ‘depths’ of
algorithmic machines. As a design researcher my approach differs
significantly from this, though, as it is not aimed at theory but informs a
creative research practice. While my focus on diagrams was largely
informed by Mackenzie’s work on machine learning, it is also broader. It
considers machine learning as only one instance of diagrammatic
algorithmic prediction, although a very prominent one.

Mackenzie’s ‘archaeology of knowledge’ approach is focused on power and
knowledge, close to the original formulation by Foucault. This was my
entry point to the broader field of media archaeology, which includes artists
and creative practitioners as well as theorists (Bardini et al., 2016;
Huhtamo, 2011b; Parikka, 2012), some of whom are specifically focused on
studying algorithmic systems from an archaeological standpoint (Link,
2016; Pasquinelli, 2017, 2019; RYBN). They share a critical stance, centred
around unpacking power relations and knowledge production as they
manifest in technological artefacts. The practice-oriented side of media
archaeology takes creative license with these theoretical questions however,
it puts them through the test of practice and through the filter of intuition,
aesthetics, and interpretation.

Media archeology informs my creative research practice. I focus specifically
on the core notion of excavation as I unpack some of the
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material/diagrammatic qualities of algorithmic prediction, both historically
and in the current ‘regime of anticipation’ (Adams et al., 2009; Mackenzie,
2013). This follows:

. . . a two-fold understanding of media archaeology: as
excavating longer time-spans in order to understand the
conditions for the contemporary scientific media culture, and as
excavating the technicalities of current technologies in order to
understand how they frame our living world. (Parikka, 2012,
151)

Parikka (2012) points to the ‘privileged position’ of designers to conduct
these excavations, as they operate within the ‘actual practices that
constitute media culture’ they can mobilise this towards critical ends (156).
As it gets mobilised in practice, the notion of excavation gets stretched to
include the examination and creation of new and/or imaginary media, with
this comes further stretching of the original, Foucauldian definition of an
archaeology of knowledge. In this context, I understand excavation to be a
disposition towards critically unpacking technological systems through
practice, whether these are historical, current, or imaginary. In this thesis I
move through these three stages following the distinction between ‘media
remembered, media observed, and media imagined’ (Blegvad, cited in
Huhtamo and Parikka, 2011, 55). This is a porous distinction however, as
my remembering and observing are also acts of imagining. Parikka (2019),
emphasises the inherently speculative nature of media-archaeological
research and practice where he proposes:

. . . a methodological way of approaching reality not as
ready-made and finished, but as produced and open to further
variations, potential, and a temporality that includes the
possibility of something else. (Parikka, 2019, 205)

This resonates with my approach through creative practice, and with my
interests in prediction and speculation. While the idea of excavating
algorithmic prediction may imply that I could somehow get “to the
bottom” of it, this approach points to a more speculative activity where
the very ‘coordinates of space and time’ (206) are interrogated and
re-configured.

In summary, my use of media archaeology as a methodology comes from a
shared positioning in the “depths” of technical systems, a disposition
towards making and ‘thinkering’ (Huhtamo cited in Parikka, 2012, 157) as
a way of knowing with and about digital media, and an attention to
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material forms—such as diagrams—as manifestations of cultural, economic,
and political forces. I also subscribe to the interdisciplinary nature of the
field, merging inputs from the (digital) humanities, social sciences,
computer science, art, and design. However, this thesis does not contain an
in-depth theoretical review of archaeologies of knowledge,5. Instead,
literature and key ideas such as excavation are presented and mobilised
throughout the text, according to the specific contexts of my
practice-based projects and their discussion.

1.3 Methods

The research presented in this thesis is conducted through design practice
(Frayling, 1993), meaning it presents and discusses knowledge produced by
the process of designing a series of artefacts. In my case, this practice is
primarily rooted in graphic and interactive design, and produces digital
media artefacts such as web applications and publications. To borrow from
industry parlance I take a “full stack” approach where I consider
everything from how my projects look to how they are hosted and “served”
on the internet as part of the design process.

Research through design also means, in my case, that the projects
presented here are not discussed as finished artefacts that encapsulate
knowledge but as processes leading to the substantiation, and/or
re-definition, of my initial hunches. My focus is not on
outcomes—technically advanced or aesthetically polished—but on
trajectories where my initial position shifts through making. I consider
practice as ‘a conversation with the materials of a situation’ (Schön, 1983,
78). In this case the ‘situation’ is algorithmic prediction. Practice, in this
sense, means a space and time of making reflexively to engage with the
‘conceptual matter’ (Sayers, 2017) of algorithmic prediction. In this section
I discuss the key methods that have informed my practice in this research.

Instrumented research

Archaeology is conducted through instruments, from shovels and brushes,
to scanning probes, to specimen databases. Similarly, I consider diagrams
as instruments to excavate algorithmic prediction. However, these are not
scientific instruments aimed to produce objective and definite knowledge.

5For example, I do not detail the differences between Foucauldian and Kittlerian
approaches to media archaeology.
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As I have mentioned above in Methodology: an archaeology of/with
diagrams, they instead aim to unpack and create sites for interpretation
and critical reflection. The tensions between computation and knowledge
production are the subject of ongoing concern for researchers6 that take
social and cultural dimensions into account. While my instruments use
data and computation, they are like the ‘mechanical aids to humanities
interpretation’ described by Nowviskie (2004, 90), making their
indeterminacies and imperfections inseparable from the knowledge they
produce.

While computational instruments promise new, otherwise unattainable
knowledge, they often “smuggle in” positivist assumptions of observer
independence and mechanical objectivity; especially into humanities
inquiries that aim to preserve interpretation (Drucker, 2011). These
tensions are well known to the digital humanities and are summarised by
Masure (2017) as a stratified landscape, where three combinations of
computation and knowledge production have been evolving over time, not
replacing each other but sedimenting above one another. The first stratum
establishes the application of computation to humanities research through
the “mining” of digitised texts, the automation of linguistical analysis, and
so on. This is a quantitative effort where data storage and processing
power dictate the ‘modalities of access’ to knowledge (Masure, 2017, 29).
The second stratum is a more qualitative turn (see Schnapp and Presner,
2009) where criticality and interpretation are foregrounded. The role of
design in shaping arguments made through digital tools is recognised
(Burdick et al., 2012, 118) and other overlaps emerge, such as using the
“project” as a unit of work.

I position my instrument-making in Masure’s third stratum, that pushes
further against an instrumentalist view of technology while also moving
closer to examine its intricacies, ‘sufficiently immersed in the “making”
with digital matter to detect singular aesthetics within it’ (Masure, 2017,
37 my translation). Crucially, in this combination of computation and
knowledge production, the tools themselves come under scrutiny.
Meanwhile the final goal of the research is not known in advance, but
allowed to be defined and redefined in conversation with the instruments
themselves. In the words of Fuller (2018) computational instruments are
not means to get definitive answers, but ‘one of the fields in which the
crystal grows’ (252)—before being ground up, mixed, ingested or otherwise

6For example, those at the intersection of media studies and digital humanities (Say-
ers, 2018) or in social sciences using digital methods (Hargittai and Sandvig, 2015).
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observed (255). The identification, or growth conditions, of these “crystals”
is not determined in advance but emerge through experimentation and a
speculative approach, to which I turn next.

Speculative/abductive practice

I have described an immersive practice of excavation with materials such as
data and code. While I seek to get as close as possible to the materials and
practice of algorithmic prediction, I draw a key distinction with it in terms
of knowledge production by refusing inference through either induction or
deduction from data. Instead, to address RQ2, my practice-based method
is abductive. As I have discussed earlier in Methodology: an archaeology
of/with diagrams, the immersions and excavations of my archaeological
approach are inherently speculative. This translates into a ‘method for the
unnatainable’ as set out by Luciana Parisi (2012):

The true method of speculation is like the flight of an airplane.
It starts from the ground of particular observation; it makes a
flight in the thin air of imaginative generalization; and it again
lands for renewed observation rendered acute by rational
interpretation. (Whitehead 1929 quoted in Parisi, 2012)

There are multiple understandings of abduction and what it does,7 notably
the level of rationality to which the result of the “flight” should be
returned,8or the use of abduction as part of the political regime of
anticipation, using the future to demand action in the present (Adams
et al., 2009, 255). In the context of this research I draw from Parisi’s work,
and make a practice-oriented reading of it. In this light I present research
projects that begin with interrogations, hunches or ‘vibes ’ (Parisi, 2012,
235), from there a conversation between practice and research begins,
launching a probehead that morphs and changes through the work before
returning to be examined and discussed. This echoes definitions of design
as a ‘methodology of doubt’ (Sottsass quoted in Masure, 2017, 12). The
key notion for me is to allow for the intricacies of practice and the critical
considerations of research to inform and re-shape each other through the
abductive process, which I refer to as “abductive arc” in the discussion

7Adams et al. (2009) for example consider abduction as part of the ‘regime of an-
ticipation’ that includes algorithmic prediction. ‘Abduction moves reasoning temporally
from data gathered about the past to simulations or probabilistic anticipations of the
future that in turn demand action in the present.’ (255). Others, for example Drucker
(2009, 25, see fig. 3.11) position abduction in opposition to computational logics of in-
duction and deduction. I use the latter sense.
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Figure 1.1: Experimental Design. Diagram in black from Box (1976, 796) ‘The
experimental design is here shown as a movable window looking onto the true state of
nature.’ My annotations added in green.

section of the practice chapters (3.4, 4.4, 5.4). At the core of this
speculative approach is a challenge to the ‘positive assumption that
knowing should order making ’ (Monjou, 2014, cited in Masure, 2017, 54).

Publication practices

Finally, my research and practice are geared towards the production of
publications. By publication, I specifically mean media artefacts with the

8My understanding of the initial notion of abduction by Charles Sanders Pierce is
that the brief “flight” of the probehead was quickly folded back into a pragmatic, scien-
tific mode of knowledge production.
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explicit purpose to be accessed and disseminated. Additionally, these
artefacts are considered as the result of a publishing process, encompassing
everything from editorial intent to technical constraints. In this research,
examples of publications include an archive of diagrams, an academic
paper, animations (considering the broadcast as a form of publishing), and
a web-page that produces booklets. These are published in different ways,
but all make use of the internet and related technologies for their
dissemination.

Following Monjou’s (2014) insightful discussion into the publicity of design
research, the three projects presented in this dissertation all involve one or
more forms of publishing. This ranges from an archive of predictive
diagrams, to a peer reviewed conference paper, to streamable web-based
animations, to an automated almanac, to book chapters. This leads me to
question what it means to publish, and the forms through which design
practice, and design research, gets propagated and validated. As design
seeks to establish itself as a valid scientific discipline it conforms to the
formats and processes of scientific publishing. With this move comes a
‘dessiccation’ (Blanc and Haute, 2018, my translation) of the specific types
of knowledge that design produces; rooted in experimentation, practice,
and interpretation. Instead, Blanc and Haute (2018) argue, design should
celebrate a multiplicity of forms of publishing. Seeking alternative modes
of publication is, in my view, an integral part of design inquiry.

Publishing as a mode of creative practice creates opportunities for ‘site
specific gestures and critical interventions’ (Gilbert, 2016, 20) through
processes of ‘filtering and amplification’ (11). Publishing also raises
questions around distribution, as well as commitments to temporality and
maintenance.9 For each of the projects presented here, I consider their
‘publicity’: the reasons for, and specificity of, their mode of publishing
(Monjou, 2014).

Note on speculative and critical design

The words “design,” “speculative,” and “critical” are used in proximity to
each other throughout this thesis. Given my background in close
association with the small, research and/or education oriented sub-field

9Considerations around what kind of temporality one commits to when putting a
design project out in the world, publication or otherwise, were raised by Carl Di Salvo
when he visited the Royal College of Art’s School of Communication Post Graduate
Research Summer School in July 2017. I believe they are particularly relevant when
publication is involved.
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known as Speculative and Critical Design (SCD) this warrants some
clarifications on the positioning of this research.

SCD attempts to unpack the socio-cultural implications of technology by
exploring “possible futures” through design (Auger, 2014; Dunne and
Raby, 2013). This involves fictional scenarios that are made tangible
through props, objects, products, videos, and so on. In this research, I take
prediction and speculation themselves as research topics. I make no use of
scenarios, nor do I extrapolate on what current modes of prediction might
look like in the future. Effectively, I am doing the opposite, turning to the
past and history to unpack our current moment. As such this research is
not SCD.

Diagrams have played a key role in establishing SCD, in particular the
Futures Cone (fig.2.25) as a way to map and generate futures. However
SCD rarely examines the “coordinate space” in which its extrapolations
take place. In this thesis I turn my attention to the transformation of data
into coordinate, multi-dimensional spaces that are operationalised as part
of predictive systems. The primary focus of my research is to investigate
how futures are produced through diagrams, rather than using diagrams to
generate new ideas as is the case in SCD.

However, I do not see this as a hard rupture, if anything I am a “designer
interested in speculation” rather than a “speculative designer.” In my view
there are significant overlaps between speculative design and the media
archaeology informed approach I am taking here; as Parikka (2019) argues,
both fields might in fact benefit from ‘cross-fertilising’ (205) their
approaches. In practice my SCD work has always involved digging up
histories of science and technology and taking their overlooked oddities as
departure points for new narratives. Gradually this took over as the focus
of my practice. Overall, as Parikka (2019) points out, the two fields share
an interest in ‘rethink[ing] the usual coordinates of time and space.’

There are also continuities, for example I review the use of diagrams as
speculative devices in SCD in section 2.4.2. More broadly, in my view,
SCD was always about media. It took the “language” of industrial design
and subverted it for discursive purposes. The Monistic Almanac project I
discuss in Chapter 5 can be viewed through this angle, applying a kind of
‘industrial realism’ (Dunne, 2005, 90) to a graphic design oddity.

Overall, my focus on media archaeology, on excavations rather than
extrapolations, and on producing publications rather than exhibitions, are
enough of a rupture to keep mentions of SCD as a method confined to this

14



note, and to refer instead to the methods and methodology outlined in this
chapter throughout this thesis.

Discussion criteria

In each of the practice chapters, I discuss the research through a set of
criteria informed by the methodology and methods outlined above, in
summary these are:

• Diagrammatic oscillations and movements, relating to RQ1 and
Instrumented research: I discuss how aspects of algorithmic
prediction can be read as diagrams, and how my practice writes
diagrams in relation to these. Oscillations between
control/systematising and openness/speculation are a recurring focus
throughout the practice chapters. I am also attentive to the specific
forms and movements that each of my proposed diagrams affords.

• The “arc” of the research project, relating to RQ2 and
Speculative/abductive practice: I evaluate and discuss my
practice-based research as trajectories rather than only the final
outcome. In each case, I locate knowledge production in the way that
my initial position has been refined or changed through the research.

• Modalities of Publication practices: Finally I discuss how my focus
on producing digital publications manifests in each of the practice
chapters. This includes the choice of format(s) and its implications in
relation to critical practice and technical implementation.

1.4 Contributions to knowledge

The original contribution to knowledge with this research is the
development of an approach to practice-based research, drawing from
media archaeology and focused on diagrams, to investigate algorithmic
prediction through design practice. This work is rooted in design practice,
but looks to other fields such a media studies and the digital humanities
for methodological framing. My intent is to demonstrate to researchers and
practitioners with interests in algorithmic systems, prediction, and/or
speculation, that diagrams can be used as a language to engage critically
with these themes.
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This contribution is not a generalisable template or framework; it emerges
out of three distinct diagram types—Case Board, Traces, and
Chicanes—that are each manifested by a chapter in this thesis and a code
repository as a record of original creative work. These demonstrate my
approach and produce smaller, practice-oriented contributions. While they
are tailored to the specific conditions of each research project, these
proposed diagram types define the characteristics of a broader
diagrammatic language—namely its purchase on algorithmic systems,
making it suitable for an archaeology of algorithmic prediction; its range,
including both design practice and research writing; and its disposition
towards speculative/abductive modes of knowledge production. While this
language is not readily applied to other contexts, it serves as a reference to
be extended or adapted.

Finally, by being itself a code repository and a media object—reflecting my
archaeological approach by using the LATEX language, widely used in
scientific publishing—this thesis contributes to recent efforts to make
research more open and accessible. Researchers in design (Maudet, 2017;
Masure, 2014) and elsewhere (Guy, 2017) have recently published their
doctoral work as websites and/or repositories. Each of these examples have
merits and trade-offs. I am contributing another attempt which is
undoubtedly imperfect as well, but nonetheless offers an alternative by
exploring the use of LATEX in a design context.

1.5 Structure of the thesis

This thesis begins by establishing the diagrammatic nature of algorithmic
prediction. Chapter 2 Context Review details the diagrammatic forms and
processes that mediate the transformations of data into predictions. These
are described as the technical foundations of digital positivism. The
chapter continues in its examination of the oscillations of algorithmic
prediction between control diagrams: conservative prescription machines,
and speculative diagrams: generative probe-heads.

My main research question - How can diagrams be used as a language to
critically investigate algorithmic prediction through design practice? - is
addressed through three practice chapters, each proposing one type of
diagram as an example of archaeological practice. Each of these chapters is
based on one practice-led project, and mobilises slightly different sets of
literature. Together they make a broader case for a diagrammatic approach
to the archaeology of algorithmic prediction.
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In Chapter 3 Case Board I present the case board as a diagrammatic
instrument to remember the historical genealogies of algorithmic prediction
as a diagram of diagrams. While the history of prediction is made of
attempts to spatialise the future through statistical techniques, these also
form threads or topöı, which can be followed and woven together on a case
board.

Chapter 4 Traces examines one specific predictive algorithm, the
recommendation system on YouTube, that is observed through traces.
While traces are the fragmented data points used to entrap users through
recommendations, they can also be seen as sources of conjectural
knowledge. I use this to question modes of mapping algorithmic systems
and the claims to transparency associated with them.

Finally, in Chapter 5 Chicanes I move inside the operations of algorithmic
predictions as I re-imagine a historical genre of publication, the almanac. I
use the almanac as a prototype for a cosmic imaginary of data, that
survives both in contemporary data analytics and in divinatory practices
such as astrology. I use the chicane to characterise the “tricks” performed
by the operations of algorithmic prediction, and to question their
“sincerity”.

Each of these chapters follow a similar internal structure to their
presentation. They start by 1) setting up background and situation for the
research, and establishing the diagrammatic form under investigation. This
is followed by 2) outlining the practice, its tools, and any additional
literature that has informed my making, and finally 3) discussing the
practice and research, referring back to my research questions via the
criteria detailed above: abductive arc, diagrammatic movements, and the
publicity of the research.

Finally, I conclude by summarising the qualities of the three diagrams and
how they address my research question. I outline the contributions of the
research and its limitations before suggesting possibilities for future work.

In the next chapter, I introduce the elements that come together in my
diagrammatic language to investigate algorithmic prediction: the
computation of predictions as/with spaces made up of data, criticisms of
these spaces as prescriptions forever reproducing past behaviours and
power relations, and the possibility that computation might be used to
open up new, less stable spaces of creativity and speculation.
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Chapter 2

Context Review

2.1 Introduction

I have found diagrams to be a generative focus for research and practice
because of their highly flexible and “stretchy” nature. In particular they
connect to the operational and historical core of computation. Diagrams
extend from today’s processors all the way to the diagrammatic devices of
Ramon Llull (Fidora and Sierra, 2011) in the 14th century, through to
Gottfried Wilhelm Leibniz (Gray, 2016) and his mythical links to modern
computing (see section 2.4.1). Diagrams were key to the formalisation of
logic and semiotics, notably through the work of Charles Peirce in the late
19th century (Gardner, 1958). After World War II, diagrams were
instrumental in underpinning the ideology of cybernetics in its various
flavours (Veloso, 2014). As the world came to be conceptualised as a
computer (Van de Velde, 2003), diagrams were also devices for critical
theory pushing back against instrumentalisation and control, for example
in the work of Deleuze and Guattari (Knoespel, 2001, as analysed by). It is
this ‘schizophrenic identity of diagram’ (148) that has made it a generative
instrument for my work in this thesis. It is at once a device of systematic
containment and computation, and a way to generate ‘lines of flight’
(Deleuze and Guattari, 1987, 135) of speculative escape.

However malleable and elastic, the diagram can still be differentiated from
other forms, such as the schema or data-visualisation, along clear lines of
demarcation. While these words may be colloquially interchangeable, the
key difference is that both schema and visualisation have (or claim) a
descriptive relationship to the object they represent. The schema describes
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through visual synthesis while data-visualisation relies on an ‘indexical
relationship’ (Cubitt, 2015). Diagrams, on the other hand, do not describe
objects but relations. They are ‘a kind of icon that resembles not the
object itself but the relations necessary for generating an object’ (Munster,
2013, 24, drawing from C.S. Peirce).

In this chapter, I review diagrams and algorithmic prediction from three
perspectives—data and computation, control, and speculation. In
diagrammatic fashion, the relations between these registers form the
necessary connections extending through the body of research and practice
in this thesis.

This chapter is not an exhaustive literature review on diagrams,
algorithmic prediction, or their overlap. It does not assemble a limited set
of texts to review them in detail and reference them throughout the thesis.
Rather, it is a broad scoping exercise that aims to set the backdrop for my
research, in response to research questions of an interdisciplinary nature.
This has led me to draw from a wide range of texts, from science-studies
canon (e.g. Hacking, 1990), to graphic design (e.g. Drucker, 2014b; Bertin,
1967), media studies (e.g. Gitelman, 2013; Mackenzie, 2017), and the
practical literature on machine learning (e.g. Grus, 2015). This chapter
collects these texts, and connects them to three main polarities, opening a
space between them for research and practice.

I start with diagrams in data science and machine learning as I detail some
of the ways through which data are turned into predictions via processes of
spatialisation. I describe the epistemology afforded by these diagrams as a
positivist view of data and algorithms as neutral, objective processes that
observe and predict from an outside position. I examine how design
incorporates, implements, and propagates the positivist imaginary of
algorithmic prediction.

In the remaining two sections, I examine how diagrams can be seen as
‘oscillating’ (Leeb, 2017) between apparatus of control that enclose and pin
down, and instruments for speculation that unsettle and open up.

I first turn to describing data and predictive algorithms as diagrams of
control. Here data are not considered as a neutral “raw” material but as a
frame that, like a photograph, puts some things into view and crops out
others. Furthermore, by using past data as a coordinate system for
predictions, the operations of algorithmic prediction are inherently
conservative; they are prescription rather than prediction machines. I
conclude this section by aligning my position as a researcher with the
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figure of the archaeologist of algorithms that spans both academic research
and creative practice. Here a practice-led excavation of the diagrams of
algorithmic prediction is used to engage critically with technological
artefacts, to relate them to their social, political, and cultural contexts.

I then turn to uses of diagrams as generative/speculative devices. First,
combinatorial diagrams go way back in the history of algorithmic
processes. While they still subscribe to the positivist claims to universal
computation, their use by artists highlight their generative potential. I
then turn to uses of diagrams in speculative design, starting with what has
become the canonical Futures Cone (Candy, 2010, see fig.2.25). Here
diagrams are meant to support the imagination in radically shifting or
re-configuring the coordinates of what is considered possible, however these
practices do not acknowledge or position themselves with regard to the
diagrammatic workings of algorithmic prediction. Finally, I review
practices that aim to reclaim computation as a tool for speculation.

2.2 Data Diagrams

In this section I summarise the algorithmic processes that “extract”
predictions out of data [fig. 2.1]. This is far from an exhaustive review, the
complexity of the mathematical techniques discussed here are beyond the
scope of this thesis,1and are under intensive and constant development. I
simply aim to establish the basic diagrammatic principles at play in
algorithmic prediction. I draw the technical aspects from the
practice-oriented literature on data-science and machine learning (O’Neil
and Schutt, 2013; Grus, 2015; VanderPlas, 2016; Chollet, 2018), and from
my own experience following an Introduction to Machine Learning course
as part of this research (by Malone and Thrun, 2015).

1The extent of my immersion in the complexity of algorithmic prediction is centred
on coding practice. This means that I limit my research and practice to code, not math-
ematical formulas.
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Figure 2.1: The data science process redrawn from O’Neil and Schutt (2013, 41) with
added colour-coding relating to the parts in this section 2.2.

2.2.1 Vectorisation and operations

The most basic form of data storage and display is the table [fig. 2.2].
While this is ‘often overlooked’ (Drucker, 2014b, 70), tables are diagrams,
they are the ’rationalization of a surface’ (71) through alignment and
ordering. From the very start, then, data exist as and through diagrams,
turning inert white space into an ‘active element supporting crucial tasks
of differentiation’ (84). The use of tables is ubiquitous in algorithmic
prediction. Data are stored, combined, and/or transformed through them
at various stages of the prediction process. If tables are omnipresent—the
one common format in the wide range of datasets and techniques—they are
only a basic form of data spatialisation that gets ‘kaleidoscopically
transmuted’ in practices such as machine learning (Mackenzie, 2017, 58).
These mutations are the pre-requisite for data to be operationalised in
predictive operations. They can be characterised as turning data into a
‘feature space where a notion of “distance” make sense.’ (O’Neil and
Schutt, 2013, 81).

This spatialisation of data as mathematical shapes is called vectorisation.
The key shift from the rows and columns of the table is that data are
turned into spatial mathematical objects with dimensions—vector: 1
dimension, matrix: 2 dimensions, tensor: n dimensions [fig. 2.3]. As data

22



sepal length (cm) sepal width (cm) petal length (cm) petal width (cm) species

5.0 3.0 1.6 0.2 Iris-setosa
6.3 2.5 5.0 1.9 Iris-virginica
4.6 3.6 1.0 0.2 Iris-setosa
5.6 2.7 4.2 1.3 Iris-versicolor
7.7 2.8 6.7 2.0 Iris-virginica
6.2 3.4 5.4 2.3 Iris-virginica
7.1 3.0 5.9 2.1 Iris-virginica
5.2 3.4 1.4 0.2 Iris-setosa
5.5 4.2 1.4 0.2 Iris-setosa
... ... ... ... ...

Figure 2.2: Excerpt from the Iris dataset, showing measurements of three species of iris
flowers (Fisher, 1988). This dataset is commonly used for demonstration purposes in
data-science and machine learning, for more on the historical context of its creation and
use see section 3.2.2.
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(c)

Figure 2.3: a) vector, b) matrix, and c) tensor
redrawn from Goodfellow et al. (2018).

are ‘mapped onto a coordinate volume’ (Mackenzie, 2017, 51) their original
provenance, differences, and meanings are all collapsed in the formation of
a “purely” mathematical construct. Measures of different things, expressed
in different units (e.g. centimetres and flower species), and coming from
different places, all merge through vectorisation to produce a space where
new kinds of differentiations can take place: measures of distance between
vectors. One simple example is the Nearest Neighbours algorithm. As its
name indicates, it derives meaning from measures of proximity in vector
space. The example shown in figure 2.4 comes from an implementation of
this for music streaming company Spotify (Bernhardsson, 2013), suggesting
that they use this technique as part of their predictions of what music a
user “may like,” based on proximity with other users in a
multi-dimensional space defined by the data points held on each user. We
continue to follow the Iris dataset as an example through the data →
vectorisation → operations process in figure 2.6 that shows a Nearest
Neighbours classifier separating the flower species.

In my own encounters with vector space, the mathematics of vectors and
their associated operations (i.e. linear algebra) are abstracted behind code

23



Figure 2.4: Visualisation of ‘approximate nearest neighbours’ by Bernhardsson (2015)
author of the Annoy package for Spotify (Bernhardsson, 2013). (used with permission)

written in the Python language. The vectorisation of data is explained
briefly in some of the practice-oriented textbooks (e.g. O’Neil and Schutt,
2013), but is largely taken for granted as a prerequisite for any data-science
or machine learning to take place. Figure 2.5 shows the data being loaded
into Python2 as an array of vectors.3 The last line of the figure
demonstrates the spatial characteristic of vectorised data, as the .shape of
the array is displayed.

Once data are vectorised, the operations of prediction can begin. These
can be summarised as drawing lines, planes, or hyper-planes4 through
vector space. If the variable x being predicted is “continuous” such as a
price, the surface represents the regression, or the statistical relationship of
all other variables with x. For any new data point where x is not known, it
can be predicted using the regression function. If the variable is “discrete”,
for example a species of flower, the surface represents the boundaries for

2Iris is part of the test data included with Scikit-Learn, making this example even
easier. The data could have easily been read from file with a similar amount of code (1
line).

3In Python, N-dimensional arrays are handled by the Numpy package (van der Walt
et al., 2011).

4Hyper-planes are multidimensional surfaces.
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>>> from sklearn import datasets

>>> iris = datasets.load_iris()

>>> iris.data[:10]

array([[5.1, 3.5, 1.4, 0.2],

[4.9, 3. , 1.4, 0.2],

[4.7, 3.2, 1.3, 0.2],

[4.6, 3.1, 1.5, 0.2],

[5. , 3.6, 1.4, 0.2],

[5.4, 3.9, 1.7, 0.4],

[4.6, 3.4, 1.4, 0.3],

[5. , 3.4, 1.5, 0.2],

[4.4, 2.9, 1.4, 0.2],

[4.9, 3.1, 1.5, 0.1]])

>>> iris.data.shape

(150, 4)

Figure 2.5: The Iris dataset in Python (excerpt of the 10 first data points). Data are
loaded from Scikit Learn and printed as an array of vectors (Numpy array). The shape
of the array is (150,4).

Figure 2.6: Nearest Neighbour classification on the Iris dataset (scikit-learn).
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classification. For any new data point, the class it belongs to can be
predicted from its position in the vector space. The field of machine
learning is dedicated to the development of methods to summarise,
separate, and transform vector spaces in ways that are too sophisticated
and numerous to cover here. Figure 2.7 shows the range of classification
techniques available in Scikit-Learn (Pedregosa et al., 2011). They are all
diagrammatic operations that delineate vector space.

The goal of these operations is finding an optimal fit of a model through
vector space. This is a negotiation between the specificity of the “training”
data and producing a model that is generalisable to other cases. This
process was described by Hayashi (1996)—in his definition of the field of
data science—as a ‘dynamic movement of both simplification or
conceptualisation and diversification’, an iterative synthesis of individual
observation (data) into general insights (models). Fitting models is a
geometrical exercise, as demonstrated by figure 2.8 it is literally about
drawing lines through and around data points.

These considerations are meant to summarise the diagrammatic and spatial
underpinnings of algorithmic prediction. They are not exhaustive by far,
diagrams proliferate in a variety of ways in this domain. For example,
Decision Trees algorithms are among the more simple ways to delineate
vector space through a series of straight lines. Taken together as forests
however these trees become themselves part of a vector space where they
are ranked for their fit to the data.

Another way in which diagrammatic complexity proliferates is the field of
neural networks, or connectionist models, that are the focus of much of the
current research, discourse, and claims made around algorithmic prediction.
The diagrammatic characteristics I described are also found in neural
networks, but dramatically amplified as they are able to deal with vector
spaces of very high dimensions. This has made them popular in uses such
as image recognition, where each pixel is treated as a dimension. Like
other techniques, neural networks produce ‘statistico-topological
construct[s]’ (Pasquinelli, 2017). They add a diagrammatic element with
the fact that their architecture is made up of layers that fragment the data,
these can be combined in a wide range of different
configurations [see fig. 2.9]. Chollet (2018, 44-45) gives a ‘geometric
interpretation’ of neural networks:

. . . [which] consist entirely of chains of tensor operations and
that all of these tensor operations are just geometric
transformations of the input data. It follows that you can
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Figure 2.8: Examples of under (left) and over (right) fitting in regression and
classification (Lavrenko, 2015).

interpret a neural network as a very complex geometric
transformation in a high-dimensional space, implemented via a
long series of simple steps. [. . . ] Uncrumpling paper balls is
what machine learning is about: finding neat representations for
complex, highly folded data manifolds.

With the diagrammatic foundations of algorithmic prediction established, I
now turn to reviewing ways of seeing data through visualisations.
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Figure 2.9: Neural Network Zoo (van Veen, 2016). (used with permission)
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2.2.2 Visualisation

Data visualisation is a slight detour from the purely diagrammatic paths
between the table and vector space I described in the previous section. The
diagrams I described above in section 2.2.1 (e.g. fig.2.3) are mathematical
constructs that are beyond representation. Multi-dimensional vector spaces
are, by definition, impossible to represent as forms that human cognition
can recognise (i.e. in two or three dimensions). Seeing is, however, a
crucial part of data practices, from the ‘graphical detective work’ (Tukey,
1977, 1) of exploratory data analysis, to the development of models, and
the communication of predictions and “insights.” Data visualisations are
not technically diagrams, they follow a logic of representation as they map
data visually to a two-dimensional surface. While visualisations claim a 1:1
relationship between data and the objects they describe (see positivism in
the next section 2.2.3), diagrams are generative structures based on
relations (Drucker, 2014a). However, they offer glimpses into vector
space—a view that is always incomplete through flattening, projecting, or
intersecting (Schmitt, 2020)—and as such they play a key role in this
research.

Tables are efficient forms for storage and computation but they soon
boggle human cognitive capabilities (especially when data are “big”).
Graphical forms such as plots, graphs, and curves are used to see data, to
render it intelligible. The display of data, their mapping onto image
surfaces, was established and developed through their joint history with
media production (e.g. the printing press, computer displays, see Friendly
and Denis, 2005; Friendly, 2006, 2008). Conventions about how numerical
values should relate to visual characteristics such as position, size, or
colour, are the “language” of data, formulated as a visual semiotics by
Bertin (1967), a computational grammar by Wilkinson (1999), or a more
general set of guidelines by Tufte (2001).

These visual languages of data are routinely used today in graphs and
charts (e.g. bar chart, line chart, scatter-plot) that permeate literature
from scientific research to mainstream newspapers. A wide range of
software is available to produce visualisations, from business software (e.g.
Microsoft Excel, Tableau) to programming languages. In the Python
language alone, figure 2.11 shows the proliferation of code libraries each
catering to specific use cases and offering variations on the visual
“grammar” of data. I make extensive use of visualisation tools in this
research, for example Matplotlib (Hunter, 2007), Networkx (Hagberg et al.,
2008), and D3 in JavaScript (Bostock et al., 2011). This latter example is
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Figure 2.10: Visual variables in Bertin’s Sémiologie Graphique (Bertin, 1967, 96).
(copyright Éditions EHESS, used with permission)
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Figure 2.11: The Python visualisation landscape. Redrawn from VanderPlas (2017) with
software used in this research shaded in grey.

the most widely used as it makes use of web technologies to produce
visualisations, it ‘binds’ data to HTML and SVG elements effectively
constructing and manipulating web pages as data visualisations.

Coming back to the dimensionality of vectorised data discussed in the
previous section, data visualisation faces the challenge of how to represent
multi-dimensional space. This has been addressed in a variety of ways
ranging from parallel lines (Wegman, 1990), to interactive rotating displays
(Fisherkeller et al., 1988), to cartoonish faces (Chernoff, 1973). Figure 2.12
shows the example of the Iris dataset visualised as a matrix of scatterplots
displaying pairs of variables. This method, suitable only for a small
number of dimensions, is one of many ways to “intersect” N-dimensional
space to make it visible through permutations. For higher dimensional
spaces, much more sophisticated methods are employed. Figure 2.13 shows
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Figure 2.12: The Iris dataset visualised as a scatter-plot matrix using D3 (Bostock,
2018). Note how some flower species are linearly separable in some of the variable pairs.
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one of these methods, t-SNE (van der Maaten and Hinton, 2008) displaying
the high-dimensional space of the MNIST database of handwritten
digits5 (LeCun et al., 1998). In the high dimensional space of pixel data,
the algorithm shows the images representing the same digit (and labelled
as such) as clusters of proximity in the vector space.

My aim here is not to exhaustively review the vast and developing field of
data visualisation. Rather, I have established a few key references and
highlighted some lines of demarcation between the high-dimensional spaces
in which the diagrammatic operations of algorithmic prediction take place
and attempts to represent these data through visual languages. In the next
section, I turn to another aspect of the language of data diagrams, the
ontological claims that are made about and with them.

5The MNIST dataset contains 70,000 handwritten digits, stored as images of 28x28
pixels. If each pixel is considered a dimension, the vector space produced has 784 dimen-
sions.
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VAN DER MAATEN AND HINTON

Figure 7: Visualization of 6,000 digits from the MNIST data set produced by the random walk
version of t-SNE (employing all 60,000 digit images).

2596

Figure 2.13: ‘Visualization of 6,000 digits from the MNIST data set produced by the
random walk version of t-SNE (employing all 60,000 digit images).’ (van der Maaten
and Hinton, 2008, 18).
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2.2.3 Predictive positivism

An interesting feature of the data science process diagram at the top of
this section [fig. 2.1] is that the “pipeline” from data to prediction is
presented as external to the world. This suggests that the sophisticated
methods of vectorisation, prediction and visualisation described above
(sections 2.2.1 and 4.3.2) are neutrally and objectively observing a reality
that exists independently. Central to this view—and to the data imaginary
as analysed by Beer (2019)—is the notion that data contain truth.
Intricate processes of mediation (gathering, vectorising, modelling,
visualising data) are only intermediaries that ‘reveal’ (Beer, 2019, 28) this
knowledge that is otherwise buried and in-accessible. This position is
described by Mosco (2014, 206) as digital positivism, the ‘specific belief
that the data, suitably circumscribed by quantity, correlation, and
algorithm, will, in fact, speak to us.’ I would argue for my case in this
research that this ‘speaking’ in fact happens visually.

This positivist imaginary is relayed by metaphors6 of “mining” knowledge
out of data that ‘already knows the future’ (Verteego, 2017). The layered
complexity of vector spaces and diagrammatic operations are seen as ways
of accessing ‘a hidden mathematical order that is ontologically superior to
the one available to our everyday senses’ (McQuillan, 2017). This is found
in the discourse propping up the data imaginary with claims to reveal ‘who
we are when we think no one is looking’ by OkCupid founder Rudder
(2015), or the trope that ‘Facebook knows you better than you know
yourself’ (Evans, 2015; Lapowsky, 2015). In this view, the elaborate
mediation of data via vector space and algorithmic operations is seen as a
way to get closer to the “ground truth” of a pre-existing geometrical order.
According to McQuillan this is ‘an echo of the neo-platonism that informed
early modern science in the work of Copernicus and Galileo’ that is
generalised through computation.

Digital positivism resonates with historical views of data and knowledge,
promising that with more data comes more truth. This promise was set
out by mathematician Pierre Simon Laplace in the 19th century.

An intellect which at a certain moment would know all forces
that set nature in motion, and all positions of all items of which
nature is composed, if this intellect were also vast enough to
submit these data to analysis, it would embrace in a single

6For the role of metaphors in shaping imaginaries of data see Stark and Hoffmann
(2019)
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formula the movements of the greatest bodies of the universe
and those of the tiniest atom; for such an intellect nothing
would be uncertain and the future just like the past would be
present before its eyes. (Laplace, 1814)

It takes on a new life in the data imaginary which affirms that this
superior ‘intellect’ may, finally, be realised. Domingos (2015) exemplifies
this in his quest for a Master Algorithm that summarises the positivist
claim to universal knowledge through data and algorithmic processes.

All knowledge—past, present, and future—can be derived from
data by a single, universal learning algorithm. (Domingos, 2015,
25)

Two centuries apart, the similarities between these two claims are striking.
The digital positivist stance is pushed to its extreme in the famous piece
by Anderson (2008), arguing that the ‘scientific method is obsolete’ and
the hypotheses themselves will soon be formulated by data that ‘speak for
themselves.’

This imaginary of data as a serum of truth is reflected in design practices
such as data visualisation. These are seen as a crucial layer in the
mediation of a ‘tsunami of data’ that remains unintelligible unless
visualisations are ‘properly designed’ (Few, 2006, 6). Ideals of ‘truth and
beauty’ (Stefaner) bring an aesthetic dimension to the digital positivist
ideal, while also positioning the “proper” designer of data as yet another
intermediary. This figure is caught in a double imperative, needing both
aesthetic sense to communicate effectively and neutrality to avoid
corrupting the truths they are revealing out of the data. They have to
negotiate the ‘awkward relationship’ between scientific claims and ‘style
and beauty’ that can either distract from the data, or give it an
‘impression of truth’ (McInerny et al., 2014, 149). As major newspapers
now include data visualisation departments (such as Guardian Graphics,
The New York Times ’ The Upshot), Cairo (2016) describes The Truthful
Art of visualisations that should strive to be at once ‘truthful, functional,
beautiful, insightful, and enlightening’ (60). All of these qualities are in
line with the positivist imaginary of data as a substrate containing truth.
They further it by adding an aesthetic dimension; data are seen as
beautiful, like a wonder of the natural world (David McCandless, 2012).

Beyond visualisation, design also plays a role in the implementation of
algorithmic prediction in digital products. While “user experiences” were
traditionally centred on presenting choices to users, they increasingly
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leverage prediction in the background to provide ‘seamless’ (Chalmers and
Maccoll, 2003) interactions. Once designers have been ”caught up” on the
new paradigm of machine learning (Hebron, 2016), they can materialise it
in digital products and other artefacts. For example the move towards
“anticipatory design” on e-commerce platforms relieves users reportedly
suffering from ‘decision fatigue’ and delegates choice to automated systems
(Shapiro, 2015). The logical conclusion for “anticipatory design” is
‘negative latency’ where questions are answered before they have even been
asked (Nguyen and Andreessen Horowitz, 2015). Design is tasked with
presenting the output of algorithmic systems, sometimes removing its own
role in hierarchising information. In other cases—such as the red “risk”
flags on the payment platform PayPal discussed by Leese (2016)—the
design of “user experiences” introduces the ‘affective triggers’ that activate
predictions, ‘fold[ing them] back onto the present’ (Leese, 2016, 144).

This begins to suggest the performative nature of algorithmic prediction, in
which user-interface and user-experience design partake I return to this in
the next section 2.3. As design implements “anticipatory” non-interfaces, it
effectively materialises the imaginary of algorithmic prediction and
facilitates the enforcement of algorithmic prescriptions. The range of
digital personal assistants in various operating systems (e.g. Apple’s Siri,
Microsoft’s Cortana) exemplifies the former. These software agents are as
seamless as possible, offering only a voice interface, and conjure science
fictional imaginaries of artificial intelligence through personified
characters.7

In this section 2.2 I have described the diagrams of algorithmic prediction,
as well as the positivist epistemology that surrounds them. In this aspect
of the research I take data diagrams as a material for critical study, but
position myself outside of the visualisation, implementation, or promotion
assigned to designers. In the next sections (2.3 and 2.4), I cover how
diagrams may be used towards this end, first by relating data diagrams to
critiques of data and algorithms, and second by reviewing how data
diagrams are being reclaimed as instruments for speculation, foregrounding
imagination and interpretation.

7In the case of Cortnana, “she” is named and designed after a character in the video
game Halo. For more on digital assistants, especially their gendering, see Søndergaard
and Hansen (2018); Phan (2017).
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2.3 Critical Diagrams

I now turn to critical views of the data diagrams and digital positivism
discussed in the previous section. I draw from critical studies of data and
algorithms, media archaeology, and art and design practices to discuss data
diagrams as ‘centers of power knowledge‘ (Mackenzie, 2017, 17), sites
where ‘power relations are produced through relationships of strength’
(Leeb, 2017, 32).

The critical literature on the objectivity of data debunks the notion that
they provide a mode of seeing the world through a neutral scientific gaze.
In addition, the operations of algorithmic systems might not be
characterised as predictions, but as prescriptions that produce futures.
Finally, I position this research in line with the figure of the archaeologist
of algorithms—bringing critical views and speculative re-configurations in
conversation with the materials of algorithmic systems.

2.3.1 Framed and framing

The positivist claims of the data imaginary rest on the assumption that
data are a “raw” material. Gitelman (2013) famously counters this view
that ‘data are transparent, that information is self-evident, the
fundamental stuff of truth itself’ (2) and points instead to the processes of
data collection, transformation, storage, processing, and computation, as a
sequence of interpretive steps that produce knowledge and authority out of
data rather than “reveal” what was already there. The data imaginary, in
this view, starts with the fact that ‘data need to be imagined as data to
exist and function as such’ (3).

This critical view of the data imaginary establishes a parallel between
modes of seeing through data, and the ‘mechanical objectivity’ (Daston
and Galison, 2007, 115) afforded to scientific imaging techniques.
According to Lohr (2015, 18) ‘Big-data technology is the digital-age
equivalent of the telescope or the microscope.’ This echoes claims to
mechanical objectivity made around photography as a replacement to
drawing as part of scientific enquiry. As Daston and Galison (2007) show,
the machines were supposed to protect scientists from their own
interpretive biases and produce more truthful images. However this is
contested ground and objectivity—as its definition itself shifts through
time and places—was never fully reached. In the more contemporary
setting of the “big data” era, mechanical objectivity translates as an ‘ideal
of framelessness’ (Andrejevic, 2018, 256) that continuously fails to deliver
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on its promise of un-mediated access to “true” knowledge. Like a
photograph, Gitelman (2013, 5) argues, data should always be seen as
‘framed and framing.’ The data pipeline diagram in the previous section
[fig. 2.1] is not a neutral camera providing a ‘view from nowhere’
(Jurgenson, 2014) but very much part of the mess on the ground,
embedded in systems of knowledge and power, and informed by
interpretation at every step.8

If seeing through data is framed and framing, what might this frame be
focused on, or cropping out? This might also be asked as: what gets
counted, and gets to count, in data? This question is at the core of the
field of critical data studies, in particular its origins in geography and
questions around what gets included or excluded in geographical
data/maps: ‘What is quantified, stored, and sorted? What is discarded?’
(Dalton and Thatcher, 2014).9 According to Drucker (2014b, 87) graphical
forms such as the table, however generalisable, always carry the traces of
the original purpose for which they were created. With much of these
forms originating in commerce and administrative tasks, one way of seeing
the “framing” of data is that it “sees” and re-makes everything as either
business or bureaucracy.

The vectors discussed in the previous section do not just exist, they have
to be produced and have economic value. Their ownership, according to
Wark (2004, 2015), re-structures society as the vectoralists succeed
landlords and industry capitalists as the dominant class [see fig. 2.14]. This
is easy to see at play in the current landscape where the biggest datasets,
and much of the research on algorithmic prediction, are collected and
produced by big platform companies such as Google, Amazon, Facebook,
and Microsoft. In Wark’s theory of vectoralism the mathematical shapes I
discussed in the previous section are not just abstract constructs but form
the very structure of power relations in a data-centric digital age (Wark,
2004).

A field where data vectors frame power relations is predictive policing.
Here the vectoralist class is tied up with government through procurement
contracts of local law enforcement agencies in the US (Harris, 2017).

8More recently, local (Loukissas, 2019) and feminist (D’Ignazio and Klein, 2016,
Data Feminism book forthcoming) approaches to data are countering narratives of me-
chanical objectivity and outlining strategies for counter-practices.

9See also Counting by Other Means a session at the 2016 4S/EASST Conference
that I took part in during this research, Taylor and Kember (2016) introduce the theme
with a review of critical positions on counting and computational counts.
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Figure 2.14: Diagram of the ‘vectoralist class’ as theorised by Wark (2004, 2015)
redrawn and coloured from Anthony (2017) CC-BY.
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Figure 2.15: White Collar Crime Risk Zones web interface showing the heat map of the
‘risk surface’ where white collar crime is most likely to happen (Clifton et al., 2017).
(used with permission)

Predictive policing systems have been widely criticised for reproducing the
biases of the ‘bad‘ data they are based on (Richardson et al., 2019). Artists
and technologists Clifton et al. (2017) draw attention to the ways
predictive policing frame low income populations by reversing the target
and building a predictor for White Collar Crime Risk Zones [fig. 2.15].
Here the language of predictive policing, for example ‘risk surfaces’ and
heat-map visualisations, is preserved but simply aimed at a segment of
population that is never targetted by it.

Data can be seen as a frame rather than the ‘panoramic’ neutral view
promoted by the data imaginary. That frame serves to reinforce power
relations, and draws new class lines—demarcating who stands to profit, or
not, from the ownership of data vectors. As I have shown in the previous
section 2.2, vector space only defines the space in which algorithmic
prediction operates. In the next section I turn to these operations and how
they might be re-characterised as prescriptions rather than predictions.

These diagrammatic schemes are performative. They make the
world by structuring our experience of it. (Drucker, 2014b, 74)
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2.3.2 Prescription machines

The engineers of one of the largest neural networks in operation (the
YouTube recommendation system covered in Chapter 4), describe in their
own words the penchant of algorithmic prediction towards reproducing the
past.

Machine learning systems often exhibit an implicit bias towards
the past because they are trained to predict future behavior
from historical examples. (Covington et al., 2016, 193)

As I have shown in the first section, the vectorisation process constructs
spaces out of data which are then transformed through geometrical
operations to make predictions about unknown data. It is not hard to see
how inherently conservative these operations are, past data define the
coordinate system in which the future is allowed to happen.

A poster example of this is the investigation of the COMPAS score by
investigative journalists Angwin et al. (2016). Here the fate of convicts is
based on their COMPAS score that identifies how likely they are to
re-offend. It has been shown to be racially biased. Figure 2.16 shows how a
matrix of vectors (answers to the COMPAS questionnaire covering many
aspects of the suspect’s life, including family and friends) turns into a
control diagram that determines an individual’s future based on how
“similar” people have been handled by the court system in the past. In the
case of COMPAS this has been shown to be biased against people of colour
(Angwin et al., 2016).

Staying with the justic system, Aradau and Blanke (2017) articulate the
link between vector space and control. In predictive policing, ‘heat maps’
of areas where crimes are likely to occur are produced through the analysis
of past data. These ‘risk surfaces’ are spatialisations of crime data in
vector space10 that are folded back onto actual neighbourhood maps and
used to dispatch police forces in a self-fulfilling prophecy. This mode of
governing the future, of producing rather than predicting, has been
theorised by Rouvroy (2011) using Foucault’s notion of governmentality.
While Foucault’s notion was developed with ‘the stranger, the plague,
mental illness, or leprosy’ as targets of biopolitics, Rouvroy’s algorithmic
governmentality shifts to target uncertainty itself. As Rouvroy argues:

Pre-emption, algorithmic governmentality’s mode of operation,
consists in making certain things, which are only possibilities,

10Aradau and Blanke (2017) use the term ‘feature space.’
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Figure 2.16: COMPAS-Probation Classification Matrix for Supervision-Level
Recommendations (NYS Division of Criminal Justice Services, 2012, cited in Angwin
et al., 2016).

either happen for sure or not happen at all. (Rouvroy, 2016, my
translation)

This is not, according to Rouvroy, inherent to predictive algorithms
themselves, but to the ‘governmental rationality’ they are serving, one in
which ‘the focus on contingency and risk minimisation has shadowed most
other political goals’ (Rouvroy, 2011, 136).

Cheney-Lippold (2011) also focuses on biopower but zooms in on the
inference of identity by algorithmic systems. Classification systems, he
argues, do not merely sort existing subjects from an external and neutral
viewpoint, but actively participate in ‘the digital construction of categories
of identity’ such as race, gender and class. This is not enforced directly
through norms, but a ‘soft-biopower’, a modulating ‘self-deforming cast
that will continuously change from one moment to the other’ (Deleuze,
1992, cited in Cheney-Lippold, 2011). Identity, as a set of vectorised data
points, forms a matrix of control that:

. . . configures life by tailoring its conditions of possibility.
Regulation predicts our lives as users by tethering the potential
for alternative futures to our previous actions as users based on
consumption and research for consumption. (Cheney-Lippold,
2011, 169)
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Like the heat-maps of predictive policing this fine-grained control over, and
production of, identities happens at the intersection of vector space and
literal space. For example, this is seen through biometric data, as artist
Blas (2013) exposes in his ‘dramatization of the abstract violence of the
biometric diagram’ [fig. 2.17]. Here the “space” of the human face is
considered as the vectors that define everything from a person’s unique
identity (facial recognition) to personality traits such as their ‘criminality’
(Wu and Zhang, 2016).11 But vector spaces are not always folded back
onto actual physical space, in fact they most often are not. Another
example [fig. 2.18] shows the algorithmic diagram used to predict user
personality on Facebook, as summarised visually by Pereira (2019) from a
patent document. Here a variety of data points, such as the language of
status updates, connections to other users, demographics, and so on are
used as the predictors in a simplistic classification of human personality.12

The core criticism here is that ‘prediction takes down potential’ (Munster,
2013, 42). From individual identities to the broader regime of
governmentality they are a part of, algorithmic prediction prescribes rather
than objectively predicts futures. While the positivist ideal of the data
imaginary affirms that algorithmic systems observe the world from a
neutral and objective place, the critiques summarised in this section
consider them as playing an integral part in producing it. In other words
the intricate process of mediation via data, vector space, and algorithmic
operations are ways of shaping and re-shaping the world with the core
assumption that the past is a coordinate system in which to predict the
future. This entrenches and amplifies the status quo—existing biases,
power relations, and discriminations.13

In this research, I aim to probe the control diagrams of algorithmic
prediction through design practice. What unites the examples above, apart
from the recurrent theme of policing and sentencing, is an attention to the
materiality and diagrammatic qualities of algorithmic prediction. The
white-collar crime predictor, face cages, or the visual mapping of a patent,
all dive into algorithmic systems and their diagrams to either expose them
or implement alternatives. They begin to suggest ways of prying open
control diagrams through creative and critical means. In the next section

11This paper by Wu and Zhang (2016) has been widely criticised for reviving
phrenology—a long discredited view linking cranial features to personality traits—under
the guise of “A.I.”. See for example Biddle (2016)

12The O.C.E.A.N. model, or “Big Five” is part of a long history of attempts to clas-
sify personality traits.

13See for example Noble (2018) and Eubanks (2019)
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2.3.3 I discuss what emerges in these works as the figure of the
archaeologist of algorithms, the practice-based inquiry of media
archaeology on the specific topic of algorithmic systems. This starts with
the realisation that algorithmic prediction dramatically amplifies the scale
and reach of concerns linked to governing the future through data that are
far from new.
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Figure 2.17: Zach Blas, Face Cage 2, endurance performance with Elle Mehrmand, 2013.
(courtesy of the artist)
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2.3.3 Diagrammatic excavations

In the dominant narrative of the data imaginary, the algorithmic prediction
methods presented in the previous section are presented as new. They are
part of a paradigm shift, famously framed by Anderson (2008) as the End
of Theory, and relayed by others (Agrawal et al., 2018; Brynjolfsson and
McAfee, 2014; Lohr, 2015) as a tale of unprecedented progress, profits,
access to, and production of, knowledge. When history is mentioned, for
example by Domingos (2015), it is quite narrowly focused around
post-World War II technical advancements leading up to the different
flavours of machine learning in operation today.

Media archaeology challenges these tales of new-ness and progress by
digging-up, or excavating, forgotten artefacts and bringing them to bear on
contemporary narratives. ‘All excavations into the past are meant to
elaborate our current situation’ (Parikka, 2012, 6). The spatial logics of
algorithmic prediction are often buried behind terms such as “artificial
intelligence” that conjure science-fictional imaginaries, or simply inside
“black boxes” that evade scrutiny through corporate secrecy or sheer
complexity (Burrell, 2016). Media archaeology, especially when it focuses
on algorithmic artefacts, proposes to ‘confront this tendency of burying’
(Link, 2016, 11). As I have shown in the previous section, stories of
groundbreaking technologies smuggle with them age-old epistemological
positions, such as neo-platonism and positivism, that date back centuries.
Excavating the past is, therefore, key to gaining purchase on present
systems and to counter some of the narratives told with, and about, them.

Media archaeologists, whether theorists, researchers, practitioners, artists,
or often some combination of these, go into the historical and technical
depths of algorithmic systems. From there, they (in this case Bardini et al.,
2016) state a triple aim: to unpack the political and economical forces that
shape the very foundations of technical systems; to dissect old and dead
media forms and understand how they come into being; and finally to
search for, or generate, the poetics of machines. Many of these excavations
can be characterised as diagrammatic, from re-activating old circuits to
tracing genealogies. The use of diagrams in media archaeology is contested
ground (Parikka, 2011), and highlights some lines of fracture between
different approaches in the field. Some see diagrams as part of the ‘cold
gaze’ of the engineer (Ernst, 2011) while others use them to trace narrative
lineages that relate to cultural and political contexts (Huhtamo, 2011a).
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Figure 2.19: Zā‘irja front from a circa 1394 Turkish manuscript of the Muqaddima cited
in Link (2010).
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Diagrams are especially key to archaeologies of algorithmic artefacts, as
they are inextricably linked to computation since well before the advent of
the computer in the second half of the twentieth century. Link (2016) has
demonstrated the practical and theoretical rigour with which these
excavations can be conducted, diving back several centuries to revive
artefacts such as the Zā‘irja [fig. 2.19] as fully functional diagrammatic
machines. Link embodies the figure of the archaeologist of algorithms,
conducting “deep time” excavations with an in-depth knowledge of history,
cryptography, theory, and programming, and a particular attention to the
potential of this work to change the way in which technology is perceived
today. Link’s work is saturated with diagrams. In many cases including his
work on the Zā‘irja they are the central component of his studies in
reviving and exposing the workings of algorithmic artefacts. In stark
contrast with the data diagrams of the previous section, these diagrams do
not exist in a vacuum but serve as vectors to investigate tortuous and
overlooked histories of technology. My research is inspired by research
practices such as Link’s, although as a non-specialist I cannot always follow
the depths of his excavations. Gitelman (2017) summarises the figure of
the archaeologist in a way that is aligned to my research purposes.

The archaeologist is more adventuresome than the historian,
however, less wed to chronological narration and
historiographical citation, more prone to deducto-speculative
admixture and creative, illuminating connections.’
(Gitelman, 2017)

Researchers and practitioners embody this figure in various ways, mixing
theory, research, and practice in different proportions. Mackenzie (2017)
conducts an immersion into the materials in and around machine learning.
This does not cover the same time scales as Link but is more directly
related to my subject here, algorithmic prediction. Mackenzie also
demonstrates the use of the diagram as a language, rather than purely an
object of study. This language extends from practical code experiments
woven within the writing14 and extends from practice all the way to critical
theory. As I have noted my approach differs from that of Mackenzie’s as it
extends the diagram outside of machine learning, and is informed by
creative practice rather than critical theory. Another key example is
Pasquinelli (2019), researching in an art context, and providing important
deep-time studies of algorithms as ‘computations of space’ that can be
traced back to Veidic and Greek rituals. Once again by excavating deep
genealogies, the archaeologist of algorithms debunks mystifying tropes
around “AI” and describes algorithmic prediction more ‘modestly’ as the

51



result of a ‘topological turn’ where data are activated through
spatialisation (Pasquinelli, 2019). He remarks

. . . the genealogy of the algorithm shows that its form has
emerged from material practices, from a mundane division of
space, time, labor, and social relations. (Pasquinelli, 2019)

This demonstrates how a focus on space and diagrams move algorithms out
of a discourse centred on technnological promise and into a much wider
social, cultural, and political context. While seeing algorithms as
computational geometries accurately describes contemporary computer
science it also includes much longer histories that are, importantly, not
centred on modern western tales of invention and innovation15.

Scholars such as Mackenzie, Link, and Pasquinelli outline the silhouette of
what an archaeologist of algorithms might look like. Their attention to
material—diagrammatic—forms of computation speaks to my design
background providing entry points into the broader histories of algorithmic
prediction that I can begin to engage with on my own terms. I take their
important contributions as the starting point for creative practice. As a
material practice media archaeology provides a meeting point between
academic research and creative practice, rigour and interpretation. I
situate my research within this nexus, perhaps not as bent towards theory
as the examples cited above but using their work as foundation to produce
my own ‘deducto-speculative admixture’ (Gitelman, 2017).

For this I draw from art and design practices with an archaeological
sensibility. Artist collective RYBN are the primary example here, and a
significant influence on this research. Founded in 1999, this
multi-discplinary collective conducts investigations into financial and
algorithmic systems, such as offshore finance, high frequency trading, or
more recently digital labour platforms. Their practice takes the production
of computational artefacts—such as programs, installations, and
algorithms—as a means to examine and question the histories, politics, and
power relations within existing systems. For example their piece AAI
Chess (RYBN, 2018) presents a ‘pseudo AI’ chess computer to draw
attention to the hidden and underpaid human labour that support systems

14Mackenzie’s Machine Learners is written in R-Markdown, that combines plain
text with the statistical programming language R. Code can be displayed and executed
within the text to produce graphs, tables, and other output.

15Pasquinelli points to the ‘epistemic colonialism’ that comes with considering algo-
rithms only as part of Western industrialised cultures, his reading of Vedic rituals as
part of the genealogy of AI attempts to remedy this.
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presented as autonomous. The work includes Human Computers, an
archive of documentation on the history of entanglements between human
labour and computation16 culminating in the notion of “faux” or
“Potemkin” AI. My research approach is very much aligned with RYBN’s
artistic practice—I come back to their work in sections 3.4.3 and
5.3.1—from their critical outlook, to their archaeological methods, creative
outputs, and interests in prediction. Points of differentiation are my focus
on diagrammatic forms—while RYBN use/excavate plenty of diagrams in
their work, they are not an explicit focus—and the format of their
productions—installations, workshops, and online bibliographies—while I
am explicitly focusing on publications in this research.

Other practitioners, while not explicitly labelled as media archaeology, still
overlap with its approach. I am especially attentive to works focused on
computation and its diagrammatic forms. Drulhe (2015), for example,
re-spatialises the internet through speculative cartographies of its
structure, using a wide range of media from computer generated graphics,
to drawings, physical models, and video. This opens new ways of seeing,
and interpreting, media infrastructures and their socio-cultural
implications—for example the silo-ing of knowledge by various proprietary
platforms. Her practice of ‘spatial analysis as a tool for socio-political
purposes’ has distinct aims from my research, but is applicable to my
purposes here. Another example tackles the algorithms of predictive
policing. Artist Prévieux (2011) organised drawing workshops with
Parisian policemen, re-tracing the process through which predictive
policing operates [fig.2.20]. The slow process of reconstructing algorithmic
geometries renders them absurd, useless for their original aim of
dispatching police forces in real time, but opens up time for reflection and
discussion. Prévieux remarks:

It took us several days, even weeks at the beginning of our
collaboration when our drawing methods were not really
fine-tuned, to obtain what the computer traces in a fraction of
a second. What we lost in efficiency, we gained in other aspects.
It allowed us to reclaim agency over the algorithm that
produces the diagrams, whereas this technology normally
obscures the steps it goes through. (Bruno, Didier and
Prévieux, 2014, 94, my translation)

These are examples of practices that reclaim the diagrams of algorithmic
prediction in one way or the other. They challenge control diagrams with

16See Grier (2007) on the history of computation as performed by humans.
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Figure 2.20: Drawing of predictive policing algorithm by Parisian policemen as part of
workshops by Prévieux (2011). (used with permission)

creative interpretation, based on excavations of algorithmic material. They
draw a line against the epistemic claims of the positivist data imaginary,
and position themselves on the side of imagination and interpretation. In
the next section I follow the oscillations of diagrams to see them not as
control apparatus that pins down futures but as instruments for opening
up, for extending and reclaiming.

2.4 Speculative Diagrams

While diagrams can be seen as apparatus of control, they are also
generative instruments. These seemingly opposing notions are not mutually
exclusive, they co-exist as diagrams constantly oscillate between the two
(Leeb, 2017, 31). While the previous section framed algorithmic prediction
as retrospective and systematising, I now turn to the projective qualities of
diagrams, defined as ‘vectors pointing in unknown directions’ (ibid.). From
this angle, ‘diagrams work to generate a kind of cognitive sweep that
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extend the possibilities of thought’ (Knoespel, 2001, 148). Here diagrams
can be used to branch out of the data imaginary to reclaim possibilities
and openings. Instead of constraining the possible to the coordinates of the
past, I consider diagrams as modes of thinking (Gansterer, 2017) and
knowing that relate computation and code to the imagination (Cramer,
2005).

In the next section 2.4.1, I begin by discussing combinatorial imaginaries, a
core element of the early history of computing with figure such as Ramon
Lull. I then move to consider the use of “possibility space” in speculative
design as a way to open up spaces for the imagination through diagrams.
These however do not relate or acknowledge the diagrams of algorithmic
prediction. Finally I discuss the possibilty of reclaiming speculation not
against but with computation, especially in a practice-based research
context.

2.4.1 All possible combinations

The most obvious way in which computational diagrams can be seen as
generative is through combinatorial imaginaries that date back, in
part,17 to the work of Ramon Llull in the 14th century. Llull devised
diagrammatic algorithms [fig. 2.21] with the aim to generate all possible
combinations of philosophical arguments. The figure of Llull is the subject
of numerous studies (for example Nowviskie, 2004; Cramer, 2005; Fidora
and Sierra, 2011; Gray, 2016; Vega et al., 2019). Yet he remains shrouded
in mystery as an almost prophetic figure. His computational diagrams were
intended to correct “false” opinions—for example to win over arguments to
convert Muslims to Christianity—and to ‘arrive at “true intellectual
certitude removed from any doubt”’ (Gray, 2016). This can be seen as the
precursor for the kinds of totalising, universal imaginaries of computation
that underpin modern ideals such as digital postivism; especially as Llull‘s
ideas were later picked up by Leibniz who amplified them and contributed
directly to the lineage of contemporary computing with the invention of
binary numbers.

Llull also demonstrates how these computational ideals, while presented as
rational and neutral, cannot be disentangled from spirituality and religious
beliefs. Llull’s contributions to logic and computation, via diagrams, are
mirrored by his appeal to ‘alchemists, cabbalists, and general mystics’
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(Sales, 2011, 26). I return to the entanglements between computing and
divination in chapter 5.

36 2. COMPUTATIONS OF TOTALITY

Ramon Llull and Lullism

A later work of Kircher, the Ars magna sciendi sive combinatoria from
1669, contains a permutation table very much like that in the Sefer
Yetzirah. It lists the permutations of all integer numbers from 1 to 50
in a purely numerical, formal way. This book, however, is not an ex-
plicitly Kabbalistic work, but a recapitulation and partial modification
of another complex of speculative language computation, the Ars of
14th century Catalan monk Ramon Llull, or Raimundus Lullus.

FIGURE 6. The four algorithms of Llull’s Ars

The Ars is a shorthand for a formal-computational system of com-
posing and deriving philosophical-theological statements Llull laid
out in two books, Ars generalis ultima (1305) and, in shorter ver-
sion, Ars brevis. The roots of the Llull’s ars lie in a mystical reve-
lation in 1265 on mount Randa on the island of Mallorca. During
this event God allegedly revealed his own attributes to Llull. In the
ars, these nine attributes are systematized and indexed with letters
from B-K as follows: B – bonitas (goodness), C – magnitudo (mag-
nitude), D – duratio (duration), E – potestas (power), F – sapientia
(wisdom), G – voluntas (will), H – virtus (virtue), I – veritas (truth)
and K – gloria (glory). Llull’s nine divine attributes bear striking re-
semblance to the ten divine attributes of the Sefirot: 1. Keter, crown,
2. Hokmah, wisdom, 3. Binah, intelligence, 4. Hesed, love, 5. Ge-
vurah, power, 6. Tifaret, compassion, 7. Netzah, endurance, 8. Hod,
majesty, 9. Yesod, foundation, 10. Malkut, kingdom. It has been as-
sumed, among others by Kabbalah scholar Moshe Idel, that Llull took
his inspiration less from God himself than from 13th century Spanish
ecstatic Kabbalah.51 Only one century after Llull, Pico della Miran-
dola describes what he calls the “ars raimundi” as a second form of

51Moshe Idel. Ramon Lull and Ecstatic Kabbalah. Journal of the Warburg and
Courtauld Institutes, 51:170–174, 1988. [49]

Figure 2.21: The four algorithms of Llull‘s Ars Generalis Ultima (1305) as cited in
Cramer (2005, 36).

These combinatorial imaginaries date back centuries, but their legacy
endures, embedded in the chips of contemporary computers, and in the
narratives that suround them. One example is the figure of Gottfried
Wilhelm Leibniz, credited for helping to establish the binary number
system at the very core of computing. He was, supposedly, inspired i this
by the I Ching—or Changes—an ancient Chinese combinatorial divinatory
system (Gray, 2016).18 They are being put to creative use in generative
art, especially in the relatively new forms of “art bots” that have flourished
on social media such as Twitter.19 Generative systems like Tracery
(Compton et al., 2015) work with a “grammar” of interchangeable signs
selected at random to generate surprising, humorous, and/or unexpected
outputs. When drawing from large corpora such as dictionaries, the
permutations are seemingly endless, although they always draw from a
fixed number of possible outcomes. These combinatorial artworks and bots
tend to be based on very simple processes such as random number
generators, enhancing their appeal as they are very easy to implement (see
for example Cheap Bots Done Quick (Buckenham, 2015)).

One example of this generative approach that speaks to my interests here
is the Predictive Art Bot (Roszkowska and Maigret, 2015). The bot
generates briefs for new ‘potential’ artworks from headlines in the

17Outside of the western world, other examples include the Zā‘irja [fig. 2.19] dis-
cussed in section 2.3.3 through the work of Link (2016), the Chinese I-Ching (Smith,
2012), Hebraic Kabbalah (Cramer, 2005, 29), Algerian divination disks (Sales, 2011,
32) and many others that pre-date and inspired western combinatorial sytems such as
Llull’s.

18For more on the I Ching see Smith (2012)
19For more on bots see Plummer-Fernandez (2019) and the work of artists such as

Kazemi.
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Figure 2.22: Predictive Art Bot Diagrams, as cited in Debatty (2016). (Roszkowska and
Maigret, 2015). (used with permission)

technology press [fig. 2.23]. I see it as a commentary on the jargon used,
both in art and technology, and on algorithmic prediction. It is a
deceptively simple system that endlessly re-hashes existing language into
new permutations that claim to predict the future. The project ‘aims to
stimulate unbridled, counter-intuitive and even disconcerting associations
of ideas.’ (Disnovation, 2018). In this sense combinatorial projects can be
seen to push the boundaries of a coordinate space to expand them to
unknown territories, diagrammatically relating existing elements into new
configurations [see fig. 2.22].

While “generative” artworks are often based on combinatorial techniques,
this is not always the case. (Palmer, 2017) for example, explores the
generative potential of computational diagrams, and bridges different
notions of ‘scripting’ for producing films and performances. Others make
use of sophisticated techniques akin to the ones discussed in section 2.2.
Markov-chains (for example as used by Parrish, 2018) are a probabilistic
method especially popular as a way to generate text from a corpus of
“training” data. Parrish (2015) explicitly uses vector space in generative
and creative ways. Using N-gram data,20 Parrish constructs a vectorised
version of ‘semantic space’ [fig. 2.24] but she reverses the expected
operations of algorithmic prediction when she uses these spaces to explore

20Bi-grams (pairs) or tri-grams (triples) of words used together, for example in the
large corpus of books digitised by Google (Google, 2012)
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Figure 2.23: Predictive Art Bot example output, (accessed 6 September 2019).
(Roszkowska and Maigret, 2015). (used with permission)
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Figure 2.24: Semantic Space Parrish (2015). (used with permission)

the uncharted zones with computer programs that search for combinations
of words that have never been used together.

I like to think of these computer programs as automated probes
that send back telemetry from the frontiers of “sense,” exposing
us to previously unforeseen possibilities for how words can
behave, and allowing us to establish way stations in regions of
language previously thought uninhabitable. (Parrish, 2015)

The combinatorial approaches summarised here begin to suggest that
computational diagrams can be generative as much as they are controlling.
Although they are still defined by the past, generating new knowledge
through unexpected combinations, sometimes as in Parrish’s work, through
poetic means that cut right to the heart of the epistemology of vector
space. Can they also expand the reach of speculations and imaginations
out of pre-defined coordinate systems?
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2.4.2 Designing in/with possibility space

The field of speculative and critical design aims to project and open up
spaces for imagination and debate around the uses, misuses, and potential
effects of technology on society and culture (Dunne and Raby, 2013; Auger,
2014). This is underpinned by diagrammatic foundations, namely the
concept of possibility space, as represented by the future’s cone diagram
[fig. 2.25]. The futures cone, imported to design by Candy (2010) from
future studies (Hancock and Bezold, 1994), has served as a visual defintion
for the field of speculative design since its inception. The cone represents
the beam of possibilities ‘radiating from the present moment’ (Candy,
2010, 33), shining a metaphorical flashlight into the unknown future (34).
It segments these possible futures in degrees of likelihoods (probable,
plausible, possible) intersected by what is politically ‘preferable.’21 The
futures cone has become an icon for speculative design, and that is perhaps
its biggest failing. While Candy (2010, 37-38) proposed it as one example
of a ‘new way to map, ideally one which invites and empowers more of us
to make our own, rather than taking existing maps as given,’ the cone has
turned into an icon, the only map in use in this field—bar a few exceptions
which I discuss below—and has been folded back into the very discourses
of market-driven innovation it was initially positioned against.

Alongside the pervasive use of the futures cone, a small number of
speculative designers have used diagrams as ways to map out, probe, and
expand “possibility space.” The Extrapolation Factory make extensive use
of diagrams, taken from corporate and/or government forecasting methods,
and democratise them as part of public, site-specific workshops [fig. 2.28].
Auger (2012) positions his research into the ‘domestication’ of technology,
thinking in terms of parallel timelines along which technologies do, or do
not, become mainstream products [fig. 2.26]. On the more specific topic of
algorithmic prediction, the project Real Prediction Machines (Auger and
Loizeau, 2015) uses a Bayesian network to predict the occurrence of events
such as heart attacks, elections, or domestic arguments [fig. 2.27]. This is
perhaps the only use of “data diagrams” in speculative design, with the
intent to question the performative nature of algorithmic predictions.
Displayed through a purpose-built connected device, the system explores if
the signal of an impending argument nudges the partners into changing
their behaviour. Aside from this example—a speculation that has since

21The way in which these sections intersect differ in the many versions of the cone
diagram. In some versions (e.g. Dunne and Raby, 2013) the “preferable” is contained
within the “possible” while in others (Candy, 2010, fig. 2.25) it bleeds over into the
impossible, opening what is in my view the most interesting space.
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Figure 2.25: Futures Cone, as redrawn by Candy (2010, 35) from an earlier version by
Hancock and Bezold (1994). (used with permission)

been realised through the rise of connected “smart” speakers in a domestic
context—the diagrams of speculative design, futures cone and others, do
not engage with the continuous diagramming of the future by algorithmic
systems I have covered in section 2.2. They use diagrams as tools and
methods for speculation but do not position themselves with regard to
computational diagrams, algorithmic prediction, or algorithmic
governmentality.

There are, however, some echoes between speculation as practised by
designers and the notions relating to data, algorithms, and prediction I
have discussed in this chapter. The first is the positioning of speculative
design by Auger (2014, 43) using the concept of ‘coordinates of reality’
developed by Žižek in his film The Pervert’s Guide to Cinema (Fiennes,
2006). The task of speculation, in this view, is to ‘stretch’22 these
coordinates to challenge existing systems and narratives. This can be read
as the beginning of a push back against the conservative nature of data
diagrams enforced through the coordinate system of vector space. The
second echo is the delimitation of possibility space by Bratton (2016b)
between the extremes of the Pharmakon: remedy and poison. In his view,
both are present in emerging technologies, and foreclosing either positive or
negative potential is ‘incomplete and/or dishonest’. The goal of
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Fig.33: Alternative presents and speculative futures.
At the origin is the here and now: everyday life and real products available on the high street. !e lineage of these products can be traced back to where the 
technology became available to iterate them beyond their current form. !e technology element on the le%hand side represents research and development 
work - the higher the line the more emergent the technology and the longer and less predictable its route to everyday life (domestication). As we move to the 
right of the diagram and into the future we see that speculative designs exist as projections of the lineage. !ey are developed using a technique that focuses on 
contemporary public understanding and desires and extrapolate these through the imagined application of an emerging technology. Alternative presents step 
out of the lineage at some relevant time in the past to re-imagine our technological present. !ese designs can challenge and question existing cultural, political 
and manufacturing systems.
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Figure 2.26: Alternative presents and speculative futures. (Auger, 2012, 135). (used
with permission)

extrapoleert RPMs het potentieel van de techno-
logie, zonder de belangen van de industrie en 
onderzoek voorop te stellen, maar in plaats 
daarvan de emotionele en persoonlijke behoeftes 
en wensen van mensen. Het doel is het communi-
ceren van de transformatieve potentie van big 
data in het alledaagse leven, en het stellen van  
de vraag of de toekomstige mogelijkheden die 
blijken uit het project wenselijk zijn.
  Het eerste doel van het project was het 
identificeren van meer urgente concepten om  
te voorspellen en om de plausibiliteit van  
deze voorspellingen te waarborgen. Dit deel  
van het project is ontwikkeld in samenwerking  
met informaticus Ramamoorthy (School  
of Informatics, University of Edinburgh).  
De volgende gebeurtenissen zijn (tot op zekere 
hoogte) voorspelbaar wanneer het algoritme 
gevoed wordt met voldoende vaststaande data, 
bijvoorbeeld genetische of historische  
informatie, en realtime feeds (sensorisch of RSS): 

1. Een huiselijke twist.
2. Een hartaanval.
3. Een paard dat een race wint.

now of data science. Using this starting  
point, RPMs extrapolates the potential of the 
technology motivated not by the interests  
of industry and research but by the more 
emotive and personal needs and desires of 
people. This has the purpose of communicat-
ing the transformative potential of big data in 
domestic life, and asking if the future possi-
bilities described by the project are desirable.
 Returning to the criteria through which  
the project might be assessed, the first goal 
was to identify more poignant concepts to be 
predicted and to ensure their plausibility.  
This aspect was developed in collaboration 
with computer scientist Ramamoorthy 
(School of Informatics, University of 
Edinburgh). The following events are (to a 
large degree) predictable if the algorithm is 
fed by a sufficient amount of fixed data,  
such as genetic and historical information, 
and real-time feeds (sensory or RSS): 

1. A domestic argument.
2. A heart attack.
3. A horse winning a race.
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Figure 2.27: Real Prediction Machines Bayesian network showing the factors used to
predict a heart attack. (Auger, 2014, 49). (used with permission)
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未来推演工厂－操作者的执行手册

GROW - A scenario where things continue building as they do in our current world. 
增长－�⃭ⅎ䔬冪冰⚔⼘的⧽㤲֑㸦ⱅ⹆↯⧫㓔↯䦱┐的⃙䠏⸛⧫的㫺⸓Ϗ

COLLAPSE - A scenario where things fail leading to a drastically different world.
崩溃－�⃭ⅎ㋄⬏的⧽㤲֑抜⺿咷ⅉ⃭⹏⃐⛏的⃙䠏的Ⅺ䟢Ϗ

DISCIPLINE - A scenario where things plateau in a way that enables a world of stasis.
平衡�－�⃭⃐⛏ⅎ䔬㗄ㄶ的⧽㤲֑抜㈥㓓ⅉ⃭樜㋄的⃙䠏Ϗ

TRANSFORM - A scenario where some unexpected event changes the world in an 
unforeseeable way.
转变－�⧫抜⃭⧽㤲撏֑Ⓗⅽ㏒㡜的㎈㤲⚔䟢֑ㄹ↨挊岄⃐⓳的㡼㇒㟼⚛ⅉ抜⃙⃭䠏Ϗ

Grow

Present Future

Collapse

Discipline

Transform

增长

未來 當下

4 Arcs Diagram     
四个弧度

(a)
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CONTEXT ORGANIZATION

DIRECTOR

DESIGNER

WRITER

ACTORS

SCENARIO

SPECULATIVE ARTIFACT

LIVE-ACTION SIMULATOR
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ANALYSIS

All parties meet to decide on the 
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Scenario at periphery of 
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and designers
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artifacts
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All parties meet to analyze 
pre-enactments and make 
recommendations
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Ꭳܧᐧ䃛

(c)

Figure 2.28: Extrapolation Factory methods a) 4 Arcs Diagram, referencing a concept by
Jim Dator and illustrated by Sungmy Kim b) Futures Wheel Diagram, referencing a
concept by Jerome Glenn c) Alternative Unknowns. (Montgomery and Woebken, 2016)
used with permission.
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speculation, then, is to keep the ‘search space’ between the two as open as
possible. To this end, Bratton proposes to ‘rotate’ the use of predictive
algorithms,

. . . less to predict what is most likely to happen (deriving value
from advance simulation of given outcomes) than to search the
space of actual possibility (even and especially beyond what
any of us would conceive otherwise.) (Bratton, 2016b).

In their more recent work Schmitt, Dunne and Raby (2018) use neural
networks to search for ‘impossible objects.’ In a poetic exploration of
vector space, they “train” a generative network on images of optical
illusions and patent diagrams, and consider the multi-dimensional space of
the model as a landscape of possibilities ‘not constrained by the laws of
physics.’ While the framing of the project may obscure some of what is
actually at play23 this work suggests a break with the scenario-based
premise of speculative design, and shows designers engaging with
algorithmic speculation and moving towards reclaiming its materials, such
as vector space, as the grounds for speculative and critical explorations. In
another example, Schmitt (2020) documents the Curse of Dimensionality,
term used to describe the challenges posed by working with data as
high-dimensional spaces. Schmitt generates collages from diagrams found
in the scientific literature, deriving a form of visual poetry from scientific
attempts to grapple with impossible geometries.

I have focused here on examples from design that engage with how futures
are produced through computational systems, and how agency might be
reclaimed over these systems. Speculative design, while aiming to imagine
provoking scenarios, rarely examines the data-centric modes of knowledge
production described by Kitchin (2014), or the imaginaries analysed by
Beer (2019). Apart from a few noted exceptions I have discussed here
(Auger, 2014; Schmitt et al., 2018), it operates within the frame of vector
space, and tends to extrapolate along the “axes” set by industry
discourse—such as the data imaginary—without questioning the coordinate
system itself. As an example in the field of biotechnology, the work of
Ginsberg (2018) is thought provoking but its framing as ‘critical’ is

23The multidimensional objects of vector space are only “impossible” from the three-
dimensional perspective of design, they get created routinely by algorithmic systems and
are reified in many of their outputs.

23Stretching the coordinates of reality is used in contrast to ‘shattering’ them, which
is the word Žižek uses. For Auger this means keeping a degree of ‘plausibility’ in specu-
lative design scenarios in order to maximise their impact on the audience, to avoid them
being too easily dismissed as fiction (Auger, 2014, 44).
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Figure 2.29: Searching for an ‘impossible object’ with neural networks (Schmitt, Dunne
and Raby, 2018). (used with permission)
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questionable when imagery is readily adopted by the biotech industry as
communication material. This is in line with speculative design’s broader
shortcomings, as Parikka (2019) argues ‘it has remained attached to a
Modernist appreciation of practice; it is elitist; it is committed to a rather
narrow idea of future; it fails to ascribe to a stronger sense of politics.’
(25). In the last section, I turn to practices and research that aim to
reclaim speculation as a mode of knowledge production, specifically those
that aim to challenge digital positivism through computational means.

2.4.3 Computational speculation

As the positivist imaginaries of data and algorithmic prediction take hold,
they re-shape what counts as knowledge; universal and computable
ground-truths. This challenges what it means to do research, as the “big
data” paradigm produces new, automated and emboldened, forms of
empiricism that are purely inductive—they suppose knowledge emerges
from data (Kitchin, 2014). This is a concern for many in qualitative fields
such as social science, who have long considered the role of instruments in
shaping the reality being observed (boyd and Crawford, 2012, 665). It is
perhaps even more acutely felt in creative fields such as design that strive
to establish themselves as legitimate research (Monjou, 2014) but operate
through practice, creative processes, interpretation, and subjectivity, none
of which are accounted for through data. Data-centric modes of knowledge
production also go hand in hand with the re-shaping of research as an
economic activity. As I have noted with Drucker (2014b, 87), the graphical
forms of data never fully shed their initial purposes. As research is
increasingly conducted with the tools of accounting, they reshape the kinds
of questions being asked, and answers being sought, in these terms (boyd
and Crawford, 2012, 665, citing Du Gay and Pryke, 2002).24

Faced with these drastic shifts in the nature of research and knowledge,
speculation appears as a counter-position that embraces uncertainty and
subjectivity instead of suppressing them. Like “diagram,” speculation
encompasses seemingly opposed meanings. One the one hand the economic
register of ‘firmative’ speculation aims to profit from uncertainty, to
solidify it, ‘to pin down, delimit, constrain, and enclose—to make things
definitive, firm’ (Uncertain Commons, 2013, loc.127). On the other hand,
the cognitive register of ‘affirmative’ speculation ‘sabotages the exploitation
of potentialities, produces the common, and opens up innumerable

24Here data, knowledge, and economics are entangled in bigger shifts around the na-
ture of research and academia under neoliberalism, see Vernon (2018).

66



possibilities’ (loc.1148). A number of scholars, researchers, and
practitioners have called for a reclaiming of speculation, from calculative
logics to projections and conjectures, from induction to abduction
(Uncertain Commons, 2013; Debaise and Stengers, 2015; Wilkie et al.,
2017; Venuturupalli Rao et al., 2015; Parisi, 2012). Speculation finds a new
relevance in a moment saturated with data and computational rationality,
undergoing ‘a generalised crisis of modes of thinking that, one way or the
other, owed their authority to notions of progress, rationality, and
universality’ (Debaise and Stengers, 2015, loc.3, my translation).

After the ‘computational turn’ (Berry, 2011) doing speculative research
starts with reclaiming the possibility that ‘the goal is not known in
advance’, which means pushing back against ‘imperatives of efficiency,
profitability, and objectivity’ (Masure, 2017, 39, my translation). However
this does not necessarily mean rejecting computation and/or data. Didier
and Tasset confirm this, suggesting:

We do not react like those who reject [statistics] wholesale and
shout: ”No to quantification! No to numbers! Yes to qualities!”
because, in doing so, they leave a monopoly over these
instruments to the powerful. There is no reason for
quantification to always be on the side of the state and of
capital. (Didier and Tasset, 2013, 124, my translation)

The challenge here is to speculate with, not against, computation, to find
opportunities for critique and to open up creative possibilities from within
(Bruno et al., 2014). Design, Masure (2017, 56) argues, should reject the
(statistical) model as a mode of enquiry, and embrace a more risky and
stimulating position that disrupts, dis-orients, and opens spaces previously
thought as universal to a multiplicity of interpretations. Once again the
argument here is for this to happen through design’s immersion in, and
unique capacity for, digital making (37). This combination of an immersion
within algorithmic systems while refusing them as a mode of knowledge
production is aligned with the media-archaeological stance I discussed in
section 2.3.3. As I have previously discussed25 there are significant overlaps
between a practice-based archaeology of algorithms and notions of
speculation (Parikka, 2019).

Calls for new forms of speculative research and practice using computation
hinge on a key distinction with the positivist view of data and algorithms:
the refusal of the universal in favour of the singular. This is central to

25See Note on speculative and critical design.
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arguments by Masure (2017); Uncertain Commons (2013), and perhaps
best summarised by Drucker (2009) and Nowviskie (2004) in their accounts
of ‘speculative computing’ research and practice. Their inspiration comes
from the OuLiPo movement—famous for using constraints as a generative
space of creativity—and pataphysics, the science of exceptions with its
‘emphasis on “the particular” over “the general”’ (Drucker, 2009, 25).
They build on these in their patacritical position that they apply to the
design and implementation of computational tools. These are not general
purpose but uniquely suited to their approach and research in a singular
context, considering exceptions as ‘valuable to speculation in a substantive,
not trivial sense’ (26). This challenges inductive modes of knowledge
production at the core of the “paradigm shift” of big data epistemology. It
prefers abduction (28) that considers the relations between entities rather
than assume an underlying logic.26 It also suggests that this process is
more interested in activities than in final results. I come back to this in
section 3.3.3 and fig. 3.11.

More extreme in breaking with computational logics is the figure of the
idiot, as put forward by Stengers (2005),27 as ‘the one who always slows
the others down, who resists the consensual way in which the situation is
presented.’ This figure has been used to theorise speculation and
speculative design on a few occasions (Michael, 2012; Wilkie et al., 2017),
demonstrating its appeal for design practitioners. Stengers (2005, 994) uses
the idiot as part of her Cosmopolitical Proposal which is aimed at
practitioners who have ‘learned to shrug their shoulders at the claims
generalizing theoreticians that define them as subordinate.’ The idiot is in
line with the refusal of models by Masure (2017), but also, although it may
be hard to imagine them operating a computer, with the reclaiming of
speculation with computation. Michael Guggenheim et al. (2017) make
that link as they highlight the role of instruments and technical
infrastructure in mediating certain types of speculation. While firmative,
financial speculation is facilitated by the terminals and algorithms used by
traders, Michael Guggenheim et al. ‘suggest the building of speculative
machines that encourage idiotic speculation’ (146). The machine, in their
case, is a sandbox. Their suggestion holds for computational/algorithmic
machines however, and open the possibility that computational diagrams
may be used as instruments for affirmative speculation.

26Drucker draws this notion from C.S. Pierce, see Speculative/abductive practice in
the methods section, and figure 3.11.

27Building the conceptual persona by Deleuze and Guattari (1991).
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In this section 2.4, I have discussed how computational diagrams are sites
of speculation, contrasting their controlling nature covered in the previous
section. I first discussed the combinatorial nature of early examples of
computational thinking such as Ramon Llull’s devices, and the use of
combinatorial diagrams in art projects today. I then moved to speculative
design and its uses of diagrams. The field is defined by one, the futures
cone, but otherwise mostly does not relate its diagrams and speculations to
data diagrams and their politics. Finally, I discussed the reclaiming of
speculation as an emerging critical position for practice and research as
big-data epistemology re-defines the nature of knowledge.

2.5 Conclusion

In Chapter 2, I have described three registers of diagrams as they overlap
with algorithmic prediction. I drew from a wide range of material to
establish broad positions that serve as polaritie. My intent is to navigate
and draw relationships between them in the following practice-oriented
chapters 3, 4, and 5.

In relation to RQ1, I described a range of diagrammatic forms, movements,
and mechanisms involved in algorithmic prediction and in its critical
investigation. With data diagrams I discussed vector space, summarised
how it is produced from data, and the geometrical operations that it
undergoes to produce predictions. I differentiated vector space from data
visualisation, the translation of high-dimensional constructs into the
two-dimensional space of graphics through visual languages, or grammars.
I then focused on the oscillations of diagrams between control and
openness. First I reviewed how diagrams can help to see data and
algorithmic prediction critically. Like a photograph, data can be seen as
framing, not an neutral objective material but actively produced. While it
claims to reveal an objective ground truth, algorithmic prediction actually
re-shapes the world—prescribing rather than predicting—in the image of
data diagrams. I described excavation as a key movement in critically
interrogating these diagrams through practice, relating them to
socio-political contexts and challenging their claims of new-ness. I then
moved to the possible reclaiming of data diagrams as instruments for
speculation, opening up multiple possibiblities rather than pinning them
down. I discussed combinatorial imaginaries and the generative potential of
permutations, although they are grounded in ideals of universality. I then
moved to the diagrams of speculative design, aiming to expand “possiblity
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space,” and in some instances begging to contrast this aim with data
diagrams. Finally I discussed the possibility of reclaiming computation as
instruments for speculation, through a focus on singular exceptions rather
than universal totalities.

With regards to RQ2, I have described how data diagrams are
operationalised as part of a digital postivist modes of knowledge
production. Here the geometries of vector space—although constructed
through intricate and layered mediations—are considered a pre-existing
mathematical order that can be objectively observed from a neutral
position. I discussed how these epistemic claims are debunked, starting
with data themselves and the construction of their authority. The
characterisation of algorithmic prediction as an engine of prescription
re-frames it as entangled in the world—not external to it—and serving
specific socio-political interests. Archaeologists of algorithmic systems
examine these untanglements, and through this challenge their mode of
knowledge production. They acknowledge the role of interpretation and
conjecture, and recognise how instruments themsleves shape the knowledge
being produced. Finally speculative computing practices demonstrate that
the polarity is not between a machinic positivism and a humanist
imagination, but that diagrams can be reclaimed as instruments to produce
singular, original research that does not know in advance where it will
arrive.

Turning to manifesting this research through practice and publications, I
have put this context review of algorithmic prediction in relation to
practices that inform my own research outcomes. Data diagrams provide a
range of materials and instruments—datasets, programming languages,
visualisation grammars and tools—used throughout this research. Critical
uses of data and algorithms, more or less closely related to media
archaeology and its excavations, demonstrate the range of media through
which creative practice unpacks algorithmic prediction and challenges its
claims to knowledge production. The figure of the archaeologist of
algorithms points to a variety of possible outcomes for such practice-based
research, from books and academic articles, to installations, drawings, and
web-based artworks. Finally speculative diagrams demonstrate how a few
artists and designers have taken vector space itself as a material and
reclaimed it for poetic aims. This suggests further possibilities in taking
the spaces and materials of algorithmic prediction as the basis for creative
practice.
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In the next three chapters 3, 4, and 5, I turn to discussing the practice
work undertaken for this research, weaving connections and relations
between the key notions laid out in this chapter. These begin to outline
the registers of diagrams to describe algorithmic prediction, articulate
criticisms in close contact with its actual material operations, and to
suggest alternative modes of knowledge production and creative practice.
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Preamble to the practice
chapters

From the proposal stage of this research, I set out to move towards or
“into” algorithmic prediction in three steps. The first was “documentation”
a way of scoping out the context and literature on algorithmic prediction,
with the aim to produce an outcome such as an archive or publication(s).
Second, an “experimentation” phase aimed to make contact with
algorithmic prediction through making, to engage with its materials and
produce prototypes. Finally, “fiction” was going to open a space for
imagination, reconfigurations, and narrative proposals.

This initial plan morphed and shifted significantly through the research, as
illustrated by figure 2.30. The practice chapters still broadly follow my
proposal’s phases, but they are now each centred around one diagram type,
and combine the terms outlined in the previous chapter 2 in various
permutations.

• The Case-Board retraces the genealogies of algorithmic prediction
through its diagrammatic forms. I consider control diagrams as the
result of long processes of spatialisation that have aimed to pin the
future down. These are data diagrams enmeshed with political ideals.
My intent is to map them using the speculative diagram of the case
board, borrowed from detective films and TV-series, that supports a
“thread” based investigation where knowledge production is
performed through an endless ‘yarn-work’ (Mackay, 2017).

• Traces are the data used by recommender systems to provide endless
streams of personalised content to users. These systems have been
characterised as traps (Seaver, 2018), or another form of control
diagram. In the process of mapping such a system, I rely on another
understanding of traces as sources of conjectural knowledge
(Ginzburg, 1980), or speculative diagrams.
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• Finally I revisit a prototype for algorithmic prediction, the almanac
publication. I use its form to examine the chicanes through which
predictions are produced. Here the polarisation between control and
speculation recedes as I examine how both rely on “sharp turns” and
“tricks” to operate. I draw parallels between algorithmic prediction
and divination as a way to examine the motivations behind these
tricks (Ramey, 2016).
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Figure 2.30: Project timeline showing the relationships between the three practice
projects through the duration of the PhD, as well as key milestones. For full details of
the events mentioned, see appendix H.
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Please see appendix C for the practice submission related to this chapter,
including: code repository, website, and other supporting material.
Diagrams of the Future is online at: http://dotf.xyz

Chapter 3

Case Board

3.1 Introduction

Algorithmic prediction involves planetary-scale computational systems1

surfaced through mundane outputs such as notifications on a smart phone
or a box with recommendations on the side of a web page. This bridging of
scales is further emphasised by the high-dimensionality of vector space I
discussed in section 2.2. One way to describe such objects, with a
dimensionality that is impossible to grasp in its entirety at any one
moment, is Morton’s 2013 notion of hyperobject.2 ‘Hyperobjects occupy a
high-dimensional phase space that results in their being invisible to
humans for stretches of time.’ (1) Mackenzie (2017) makes a link between
algorithmic prediction and the qualities of hyperobjects, in his study of
The Elements of Statistical Learning (Hastie et al., 2001), a popular
machine learning textbook. He writes,

In the range of references, combinations of code, diagram,
equation, scientific disciplines, and computational elements, and
perhaps in the somewhat viscous, interobjectively diverse
referentiality that impinges on any reading of it, Elements of
Statistical Learning betrays some hyperobject-like positivity

1For more on planetary-scale computation see Bratton (2016a).
2Hyperobjects are a concept by Morton (2013), drawing on object-oriented ontology:

‘entities of such vast temporal and spatial dimensions that they defeat traditional ideas
about what a thing is in the first place.’ Morton uses the term primarily to describe
climate change but points to other instances such as capitalism or the Solar System.
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(Morton 2013). It is an accumulation of forms, techniques,
practices, propositions, and referential relations. (Mackenzie,
2017, 30)

Described in these terms, algorithmic prediction is at the same time
‘sticky’ (Morton’s term), that is very much there, present, saturating the
daily experience of digital media, while also constantly evading full
scrutiny, boggling cognition and comprehension. I faced a number of key
challenges in dealing with such an amorphous subject. These had to with
issues of representation at first, and were later addressed through using the
notion of diagram to conceptualise algorithmic prediction and regain
purchase on it.

In this chapter I locate cracks in the hyperobject of algorithmic prediction
by mapping some of its history. I discuss how Diagrams of the Future
(DOTF), a purpose-built mapping tool, acts as a digital case-board to
support an excavation of the history of algorithmic prediction. Media
archaeology focuses on overlooked historical artefacts and challenges
narratives of technological progress. This chapter is about finding ways to
excavate the diagrammatic forms that come together in the current
predictive regime, to look back at them as ‘media remembered’ (Huhtamo
and Parikka, 2011, 55). By putting these diagrams in relation to each
other, I aim to challenge the new-ness of contemporary prediction
techniques; to re-frame them as part of a long history of constructing the
future as a diagrammatic space made of vectors prone to operations, and
control.

I begin this chapter by proposing that the history of algorithmic prediction
can be understood as a diagram of diagrams. By this I suggest that while
individual techniques are diagrammatic in nature, their relations across
time form genealogies. I then move to discussing the practical
implementation of DOTF, using a graph database to reflect the
diagrammatic nature of my investigation. Finally, I discuss the case-board
as a mode of diagramming the history of algorithmic prediction, a visual,
interpretive, and situated mode of knowledge production.

3.2 The history of prediction: a diagram of

diagrams

In this section I establish the theoretical context for Diagrams of the
Future, making the case for excavating the history of algorithmic prediction
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Figure 3.1: Diagrams of the Future Case board page - http://dotf.xyz/timeline.
79

http://dotf.xyz/timeline


as/with diagrams. This forms the basis for the practical work discussed in
the next two sections.

3.2.1 Big data’s historical burden

Diagrams of the Future orDOTF is the first project generated within the
first few months of this PhD research. The project was the first meaningful
meeting point between research and practice, as I grappled for ways to
engage with algorithmic prediction from a visual standpoint. I started from
the premise that critical research and/or practice that seeks purchase on
algorithmic prediction should start by looking at its history. Prediction is
framed as a breakthrough “innovation” that has recently, or will soon,
“disrupt” just about every sector of social, cultural, and economic
activities (Agrawal et al., 2018). Across economic sectors, businesses are,
reportedly, either experiencing or about to experience an ‘AI moment’ (24)
where prediction will change things forever. The focus of this discourse, as
buzzwords shift from “Big Data” to “Artificial Intelligence,” is centred on
‘modalities of change rather than forms of continuity’ (Rieder, 2016, 2).
But there are indeed continuities. Making predictions from data is not new
at all. It builds on at least three centuries of developments in statistics and
probabilities, and their instrumentalisation ‘for business profit, population
control, and governance’ (Elish and boyd, 2018, 58—59).

Critical geographer Barnes (2013) argues that ‘with big data comes big
history’ (298). He turns to science studies to challenge the ’disembodied
universal logic that has neither history nor geography’ (ibid.) that
permeates the provocative claims by Anderson (2008) that “Big Data” will
soon ‘speak for themselves’ and replace the scientific method. If data have
never been bigger, the underlying logics, politics, and statistical methods,
are far from new, and have been extensively researched (e.g. Gigerenzer
et al., 1990; Hacking, 1990; Porter, 1995; Daston and Galison, 2007;
Desrosières, 1998). The social implications of the current “big data
revolution” are, likewise, drastic amplifications of old problems that
originated in the 19th century with modern data analysis (Robertson and
Travaglia, 2015). They include what can, and what cannot, be counted in
systems of data collection and analysis; the politics of ordering and scoring;
and the way statistics and probability rationalise inequalities, and entrench
biases. This is not to say that there is nothing new about the current
version of algorithmic prediction but that, following Barnes (2013), it
should be seen as ‘the particular conjuncture of different elements, each
with their own history, coming together at this our present moment’ rather
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than “innovations” in a cultural and political vacuum. In more material
terms, Barnes and Wilson (2014) propose that ‘unpack[ing] some of Big
Data’s historical burden’ is the way to make it ‘available for verbalist
discussion and contestation.’ This position is aligned with media
archaeology and its consideration that ‘the facade of innovation may mask
tradition, and apparent ruptures disguise hidden continuities’ (Huhtamo,
2011a, 28).

My aim with DOTF is to do this unpacking, or excavation, from a visual
and diagrammatic perspective on two levels: first by collecting and
examining the diagrams of prediction—to reframe it as a process of
spatialisation—and second by relating these diagrams across time, to
examine their evolutions and genealogies. I come back to the practical
description of this unpacking in section 3.3.

3.2.2 Taming the future into a space

The Taming of Chance described by Hacking (1990) can be read as a
spatialisation of the future as geometries through statistical curves and
data plots. Predictive relationships between data—such as correlation and
regression, developed by Francis Galton in the early 20th century—were
not only illustrated graphically but originated in graphical methods of data
analysis. They combined political ideas (e.g. about heredity) with visual
representations of data (e.g. height measurements), through ‘a willingness
to use both mathematical smoothing and [Galton’s] own eye-brain
smoothing’ to make them fit together (Friendly and Denis, 2005, 113). In
other words, Galton employed graphical methods to substantiate and make
visible his ‘firm belief’ in statistical relations between parent and offspring.
This was rendered as a perfectly smooth ellipse [fig. 3.2] through a
negotiation between the limited number of available data points, smoothing
techniques, and his sense of what the relationship “should” be like. The
work of Galton demonstrates how the measurement of populations turned
them into data, and made them subject to mathematical laws and
geometries. The deep links between diagrams and social values are also
visible by the “normal distribution” [see fig. 3.3] that underwrote Galton’s
notion of “normality” as a mediocre condition which humans ‘regress’ to
(Hacking, 1990, 178). Observed probabilities, and the now famous bell
curve, were a foundation for eugenicist politics. Hacking characterises
Galton‘s re-definition of “normal” and its embedding in social norms that
survive until today as a ‘consummated’ match between word and curve
(184).
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If this be counted only as a poor-man’s scatterplot, the step from a bivariate frequency
table to a semi-graphic display was a crucial one for Galton, and for the history of statistics
and statistical graphics. As Tukey (1972) pointed out, one key difference between a semi-
graphic display—a stem-leaf plot, for example—and its fully graphic form (histogram or fre-
quency polygon) is that one can compute reasonably well from the former but not from the
latter. The median, quartiles, interquartile range (IQR), assessment of symmetry of the distri-
bution, power transformations toward symmetry, and even an approximate standard deviation
assuming normality (IQR/1.345) can all be readily calculated by hand from a stem-leaf plot. 

In Galton’s case, this semi-graphic scatterplot provided a distinct advantage over its modern
descendant. In this form, he could smooth the numbers (by averaging the four adjacent cells, an
early version of a naïve bivariate density estimator). Then, by drawing isolines connecting equal
smoothed values, he noticed that these formed concentric ellipses, whose locus of vertical and
horizontal tangent lines (conjugate diameters) turned out to have clear statistical interpretations
as the regression lines of y on x and of x on y, respectively. This graphic insight led to a host of
important developments in statistics including correlation, regression, partial correlation, and so
forth (see Figure 7). The major and minor axes of these ellipsoids, shown in Galton’s figure, cor-
respond to the principal components of the data, a relation only discovered later (Pearson, 1901). 

THE EARLY ORIGINS AND DEVELOPMENT OF THE SCATTERPLOT 111

FIGURE 7.
Galton’s smoothed correlation diagram for the data on heights of parents and children, showing one ellipse of equal
frequency. Source: Galton (1886, Plate X).

Figure 3.2: ‘Galton’s smoothed correlation diagram for the data on heights of parents
and children, showing one ellipse of equal frequency.’ (Galton 1886, cited in Friendly
and Denis, 2005, 111).
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Figure 3.3: Galton’s eugenist view of British social structure (MacKenzie, 1976, 514).
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Another example of spatialisation is the famous3 Iris Dataset (the example
used in section 2.2) and its associated discovery by Fisher (1936) of a
statistical method to separate flower species based on their measurements.
The set of flowers were measured and vectorised as three dimensional
models by Anderson (1936) into a dataset with four dimensions: sepal
length, sepal width, petal length and petal width. Fisher used the data to
derive mathematical functions that separated the vector space, effectively
drawing lines between species. While more elaborate classification
techniques have since been developed, this remains their core mode of
operation: vectorise a set of data into a space, find the lines that separate
the categories, predict the categories of new data according to their
position in the space. The Iris Dataset itself is still routinely used in
machine learning demonstrations. Like Galton’s work, Fisher’s was not
politically neutral, published in the Anals of Eugenics his paper starts with
the statement:

When two or more populations have been measured in several
characters, x1, . . . , x8, special interest attaches to certain linear
functions of the measurements by which the populations are
best discriminated. (Fisher, 1936)

The political implications of “discriminating between species” in 1936
should be obvious. They are another example of the spatialisation of the
future through the vectorisation of data and operations on the resulting
space.

Excavating the diagrams of algorithmic prediction foregrounds the
underlying geometry of the cultural and political shifts that are well
covered by the science studies literature on data, probability, and statistics
(Porter, 1995; Gigerenzer et al., 1990; Hacking, 1990). This geometry is not
mere representation but an intrinsic part of the construction of statistical
methods. My research on DOTF aims to re-examine the history of
prediction as the conceptualising of the future as a diagrammatic space,
prone to operations and control. Examples like the normal distribution or
the iris dataset, both iconic and well known, show how the geometries of
prediction reify political ideals; predictive diagrams are ‘socio-technical
concepts’ that cannot be separated from their ‘contexts of development and
use’ (Elish and boyd, 2018, 58).

3At the time of writing, Google Scholar (accessed 8 December 2019) lists 16477 pa-
pers citing the original paper by Fisher (1936) on classifying iris species. This does not
account for the many courses, blog-posts, demonstrations, and other formats that use
the dataset as a test-case.
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If looking at individual examples through a diagrammatical lens can be
helpful, this approach also lends itself to considering relations and
evolutions between techniques and across time. However the relationships
are far from direct lineages or simple progressions of technology.

3.2.3 Genealogies of prediction

Retracing the “family tree” of algorithmic prediction quickly becomes a
complicated endeavour. If the history itself can be seen as a diagram, what
shape does it have? The genealogy of technology is a major interest of
media archaeology, thinking with Foucault about ‘how to think historically
but avoid the idea that there are such things as simple origins.’ (Parikka,
2012, 13). Pasquinelli (2015a) provides a broad overview of the Evolution
of Machinic Intelligence 4 [fig. 3.4]. ‘Technological’ and ‘political’ axes
define a space that is activated by movements connecting computing,
critical theory, and politics. Pasquinelli’s diagram pins down terminology,
artefacts, theories, and scholars/thinkers in a coordinate space that opens
up new connections and interpretations.

Pasquinelli’s map shows broad “currents” to unpack ‘machinic intelligence’
as a set of evolutionary relations between technologies, ideas, narratives,
and so on. The map conceptualises genealogy on a surface—activated by a
set of axes, spatial positions, and arrows signalling movements—and offers
a top-down view of it. My aim with DOTF differs from this in the sense
that it supports building my knowledge from specific artefacts—diagrams
collected in/through the literature—expanding as the research progresses.
DOTF is a tool for ‘starting in the middle’ (Sayers, 2017, loc.117) with
individual examples and following/connecting threads from there. One way
to characterise these threads is the re-purposing by Huhtamo (2011a) of
the literary concept of topos for media archaeology. A topos is ‘a
stereotypical formula evoked over and over again in different guises and for
varying purposes’ (28), in other words a kind of space or trope which one
can track as it morphs, repeats, or ruptures. One definition of the practice
of media archaeology is, according to Huhtamo, ‘identifying topöı,
analyzing their trajectories and transformations’ (ibid.).

The first topos I encountered is the notion of Social Physics, which is the
part of ‘Big Data’s historical burden’ that Barnes and Wilson (2014)
unpack. The basic idea of this narrative is that the “movements” of society

4Part of a syllabus for a seminar in ‘Critical Artificial Intelligence’ at HfG Karl-
sruhe.

85



Augmented Intellect
Bootstrapping

ENGELBART

War cybernetics
Feedback loop

WIENER

Memex
BUSH

Man-computer symbiosis 
LICKLIDER

Division of mental labour
Analytical engine

BABBAGE

Cellular automata
von NEUMANN

Turing machine
Turing test

TURING

Intelligence amplification
Homeostasis

ASHBY

Brain of the Firm
Cybersyn
BEER

Singularity
VINGE

Ecology of mind
BATESON

World Brain
WELLS

World Library
CLARKE

“Stay hungry, stay foolish”
WHOLE EARTH CATALOGUE

World encyclopedia
WIKIPEDIA

Web
BERNERS-LEE

PageRank    
GOOGLE

Intelletronics
RAMO 

Cyberspace
GIBSON

The machinic
DELEUZE & GUATTARI

Cybernetic factory
ALQUATI

Nonconscious cognition
Technogenesis
HAYLES

General Intellect
Machine capital
MARX

Machinic multitude
Cognitive capitalism

NEGRI
VIRNO

Noosphere
de CHARDIN

Collective intelligence
LEVY

Accelerationism
Xenofeminism

Brain cooperation
Laws of imitation
TARDE

Intelligence

Algorithm

Information

Sign
nous poietikos
ARISTOTLE

Swarm intelligence
BENI WANG

Technological apparatus
HEIDEGGER

Theological apparatus
AGAMBEN

Grammatization
STIEGLER

Cybernetic hypothesis
TIQQUN

The Soul at Work
BERARDI

Extended mind
CLARK & CHALMERS

Ego tunnel
Neuroenhancement

METZINGER

AUGMENTED 
INTELLIGENCE

COLLECTIVE
INTELLIGENCE

MACHINE
INTELLIGENCE

Adaptive and
catastrophic brain

GOLDSTEIN

Umwelt
Feedback loop

von UEXKULL

Biology of machines
Hive mind 

KELLY

Hacker manifesto
WARK

Matteo Pasquinelli, PhD
Professor, Media Theory
University of Arts and Design Karlsruhe

Cyberpositive
LAND & PLANT

Cyberproletariat
DYER-WITHEFORD

POLITICAL AXIS

TECHNOLOGICAL AXIS

__________________

__________________

__________________

__________________

 

Calculus of the
nervous system

LOVELACE

Cyborg manifesto
HARAWAY

Anti-psychiatry
LAING

Social cybernetics
PASK

Testojunkie
PRECIADO

Cultural capital
BOURDIEU

Extension of consciouness
Global village

MCLUHAN

Snarc
MINSKY

Z1 computer 
ZUSE

Computational universe
WOLFRAM

The Evolution
of Machinic Intelligence

EPISTEMIC STAGES

Artificial Intelligence
MCCARTHY

Empathy
Mirror neurons

GALLESE

Autopoiesis
MATURANA

VARELA

Homeostasis
CANNON

BERNARD

View from nowhere
Alien theory

BRASSIER

Attention deficit
Google’s Taylorism

CARR

Cybernétique
AMPERE

Organism machine
CANGUILHEM

Master algorithm
DOMINGOS

Discognition
SHAVIRO

Perceptron
Neural Network

ROSENBLATT

DEEP LEARNING

Convolutional
Neural Networks

LECUN

Artificial Neuron
MCCULLOCH PITTS

Backpropagation
HINTON RUMELHART

Generative Adversarial NN
Long-Short-Memory NN

Recurrent NN BrainRank
GOOGLE

Machine Learning
SAMUEL

Figure 3.4: The Evolution of Machinic Intelligence Pasquinelli (2015a). (used with
permission)

86



are governed by the same mathematical laws of physics as the natural
world, and are therefore predictable. The phrase originates in the positivist
philosophy of Auguste Compte, describing what was later called “social
science.” Barnes and Wilson (2014) start tracking it in 19th century
Belgium, as Adolphe Quetelet used techniques to calculate smooth orbit
curves in astronomy, and applied them to society in order to predict
marriages and crime. Quetelet’s construct of an Average Man was
‘designed to facilitate the recognition of laws analogous to those of celestial
mechanics in the domain of society’ (Gigerenzer et al., 1990, 41). From
there Social Physics ripples and morphs through the 20th century, for
example with the application of the power law to analyse language by Zipf
(1942, cited in Barnes and Wilson, 2014). It is a cornerstone of the field of
spatial analysis, where the use of gravitational potential to project
population potentials by Stewart (1948, cited in Barnes and Wilson, 2014)
proposed that the distribution of human populations was subject to the
laws of gravity, a kind of viscous liquid spreading through the land. Similar
ideas get embedded in early forms of computer mapping, especially at the
Laboratory for Computer Graphics at Harvard’s Graduate School of
Design (Chrisman, 2006). Extending beyond Barnes and Wilson’s work,
Social Physics continues in the big data era, this time coming from MIT’s
Human Dynamics laboratory. Pentland (2014) re-appropriates the term as
a ‘new science’ premised on big data, which is the basis for Endor, a
platform for business analytics predictions backed by a cryptocurrency
(Endor, 2018).

Social Physics demonstrates the capacity of topöı for ‘wandering across
time and space’ (Huhtamo, 2011a, 36) from 19th century astronomy to a
21st century crypto-currency. Their use by Huhtamo ‘deviates’ significantly
from their origins in literary studies (34), to make them useful for the
study of media and culture. For my purposes with DOTF, thinking about
the history of prediction as a diagram of diagrams, they provide a kind of
malleable scaffolding which is in turn a loose adaptation of Huhtamo’s
ideas as they meet the constraints of practice. In summary, topöı begin to
point towards ways of addressing my research questions. While algorithmic
prediction was conceived as/with data diagrams from the outset, topos
study offers a way to follow the threads of its evolution diagrammatically.
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3.3 Practice

After describing the history of algorithmic prediction as a diagram of
diagrams, I turn in this section to engaging with this form in my practice.
I discuss the instrument used for my excavations, the case board, and the
set of references that helped me define it as a mode of practice. In
particular the notion of ‘yarnwork’ (Mackay, 2017)—drawing from popular
culture and the figure of the detective—frames my practice in relation to
“investigating” as an activity represented by, and performed with, case
boards.

3.3.1 Case boards and yarnwork

If algorithmic prediction can be considered a hyperobject, it overlaps
with—or perhaps is simply within—another even larger one, namely
capitalism.5 It is with regard to the latter that Jameson (1988) proposes
‘cognitive mapping’ as a possible strategy to begin to reclaim a sense of
situation and agency. If ‘no one has ever met or seen the thing [capital]
itself’ (354) Jameson argues for an aesthetic that would represent
capitalism spatially. Such an aesthetic could, in his view, bridge the
separation between the space of lived experience and the abstracted,
distributed and opaque systems that govern capital. Jameson left his
proposal open-ended and un-resolved, which allows more recent scholars to
pick it up and revisit this line of inquiry. Jameson’s work is, for example,
the starting point for research on contemporary modes of mapping
capitalism by Toscano and Kinkle (2015), against a context in which:

. . . an inability to cognitively map the gears and contours of the
world system is as debilitating for political action as being
unable mentally to map a city would prove for a city dweller.
(Toscano and Kinkle, 2015, 24)

Toscano and Kinkle provided a key connection between cognitive mapping
and popular culture, as I was struggling to characterise my practice of
mapping the history of prediction with the DOTF project. I had the sense
that I was engaging in a speculative form of mapping (Corner, 1999), or a
critical visualisation of sorts (Hall, 2008), but needed a more precise
framing to move the research forward. Toscano and Kinkle draw from a
wide range of aesthetic forms across film, art practices such as Bureau
d’Études [fig. 3.5], as well as TV series such as The Wire. In this latter

5Morton (2013) includes ‘the sum of all the whirring machinery of capitalism’ as an
example of hyperobject.
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Figure 3.5: World Government (Bureau d’Etudes, 2004). (redacted)
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example, one prop resonated with my work on the DOTF project as an
investigative practice: the detective’s ‘case board’. The authors argue,

Attention to visual and material mediations also shows The
Wire to be a peculiarly reflexive study on what modalities of
mapping and representation are bearers of effective knowledge.
Hence the key role of the case board as an epistemic
tool – one with interesting resonances to the artworks of the
likes of Lombardi or Bureau d’Études . The case board of
course cannot escape working through segments, fragments,
compartments; it is never a truly ‘totalising’ tool, nor can it
simply ‘reveal’ the routes of money. (Toscano and Kinkle, 2015,
loc. 298.8, bold emphasis added)

Familiar to viewers of films or TV series where criminal investigations take
place, the ‘case board’ is a plot device where the progress of the detective’s
discovery is tracked, often by pinning up pictures of suspects and marking
their connections with thread.6 In the context of this research, the case
board is appealing because it does not make any claim to reflect “total”
knowledge but only that of the detective—or, in this case, my role as a
researcher—working through segments. Forgetting for a moment the fact
that TV detectives tend to solve crimes, I take the case board as an end in
itself, a tool for producing partial, speculative, and incomplete knowledge.
It is a true map in the sense of what Deleuze and Guattari (1987) have
observed as ‘open and connectable in all of its dimensions; it is detachable,
reversible, susceptible to constant modification’ (12).

In a thorough analysis of ‘yarnwork ’—the marking of connections with
threads—that takes place on/with case boards, Mackay (2017) notes that
this device is a trope.7 Case boards exist only on camera as a
materialisation of the protagonist‘s thought process, ‘a diagram of a
diagram of thought in action’ (Mackay, 2017). Case boards are a mode of
cognitive mapping, they allow protagonists and audience to situate
themselves within the entanglements of criminal networks by materialising
relations. They are key props in detective stories as an epistemological
genre: ‘dramatisations of the process of obtaining and configuring
knowledge’ (Mackay, 2017). This resonates with my research interests as it
positions the case board as a site where knowledge production is “played

6Case boards are also known as “crazy walls” see crazywalls.tumblr.com (accessed
12 October 2019) or “investigation boards”. I have used crazy wall in the past (Benqué,
2018b) but choose the term case board here for its less derogatory connotations and to
link conceptually with cognitive mapping as covered by Toscano and Kinkle (2015).
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out” through a proposed diagramming practice. I discuss this process of
diagramming further in the following section 3.4.

While case boards are physical objects, Srnicek (2012) suggests that
cognitive mapping should make full use of computation if it seeks purchase
on the systems of contemporary capitalism. In his view, ‘computer
algorithms, simulation models, econometrics, and other statistical analyses’
(4) should be used as ‘cognitive prostheses’ towards the goals of Jameson’s
aesthetic proposal. With this in mind, I turn to the principles that inform
my design of DOTF, a digital case board to support the process of
excavating the history of algorithmic prediction’s diagrams.

3.3.2 Diagrams of the Future

In practice, DOTF is a case board which has been built as a web
application. Instead of the detective’s board, push-pins and thread, data
are stored in a graph database. DOTF represents “artefacts,” namely
examples of algorithmic prediction’s diagrams, as nodes that are connected
by various types of relationships and displayed along a time-based axis.8

This is built from three main components: a database to store data and
their relations as a graph, a back-end in the form of a canvas on which the
contents of the graph database can be visually edited, and a front-end that
provides a series of pages/views into the database content.

I have designed the back-end [fig. 3.8] to be a ‘visual mode of knowledge
production’ (Drucker, 2014b). The interface is centred around creating,
editing, and connecting nodes through drag and drop operations. Artefact
nodes and their connections (in orange in the figure) form the visible part
of the case board that is used for the front-end display and navigation.
Reference, image, and quotes nodes are used to attach content to artefacts.
Considering all content as nodes and relationships is a reflection of the case
board as an epistemic instrument. This goes beyond a simple visual,
skeumorphic gesture. The Neo4j graph database does not require a strict
schema.9 Node and relationship types, as well as their properties, can be

7I am slightly stretching the meaning of ‘yarnwork.’ Mackay (2017) uses it to refer
to the case board itself, I use it to describe the type of work or activity that the case
board affords.

8By contrast, “regular” databases generally store data as tables. In the case of rela-
tional databases links between data points (or rows) are stored in an extra table.

9A schema defines the structure of a database. Many database formats require a
formalised description of the type of data and their attributes before they can be stored
and managed.
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Figure 3.6: Diagrams of the Future homepage - http://dotf.xyz/.
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Figure 3.7: Diagrams of the Future Social Physics topos page -
http://dotf.xyz/topos/social physics.
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Figure 3.8: Diagrams of the Future editing interface showing the social physics topos
staged in the editing area.
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node
:type
{a: ‘text’,
 b: 21,
 c: True}

node
:type
{a: ‘text 2’,
 b: 15,
 c: False}

relationship
:type
{d: 45, 
 e: ‘text’,
 f: 0.2}

Figure 3.9: Nodes and relationships in Neo4j graph database.

created and modified as needed; in my case as my knowledge was
accumulated and I started to relate to it in new ways. I elaborate on this
trajectory in the next section 3.4.2. The flexibility of the graph database
format also allowed me to work on building up and (loosely) modelling my
knowledge independently of the ways it is displayed in the front end. I was
later able to build new views into the same underlying graph, highlighting
aspects of the database that I had not initially considered. These include:
a home page where all diagrams are displayed on a grid layout [fig. 3.6];
individual artefact pages showing all the content attached to the artefact
as well as its links; topos pages showing all artefacts bound by a specific
topos or theme [fig. 3.7]; a reference page showing the full bibliography;
and a case board page with a visualisation of the timeline with all artefact
nodes, their relations, and a legend [fig. 3.1].

DOTF is built around a focus on producing knowledge diagrammatically,
by entering data about singular artefacts, but more importantly by putting
them in relation to each other. As different colours of thread or other
markings summarise the detective’s knowledge on a case board, the
ongoing design challenge of DOTF has been to characterise and represent
types of relations. Huhtamo‘s ’topos study’ (2011a) lends itself to
visualisation, if only a bit simplistically, as lines connecting artefacts.
Navigating using these connections is a core activity within DOTF, with
both viewing and “walking” the graph, by following topöı being a
prominent option both on the artefact and case board pages. However,
topöı are not the only type of relation I encountered. I felt other types
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create (Neo:Crew {name:‘Neo’}),

(Morpheus:Crew {name: ‘Morpheus’}),

(Trinity:Crew {name: ‘Trinity’}),

(Cypher:Crew:Matrix {name: ‘Cypher’}),

(Smith:Matrix {name: ‘Agent Smith’}),

(Architect:Matrix {name: ‘The Architect’}),

(Neo)-[:KNOWS]->(Morpheus),

(Neo)-[:LOVES]->(Trinity),

(Morpheus)-[:KNOWS]->(Trinity),

(Morpheus)-[:KNOWS]->(Cypher),

(Cypher)-[:KNOWS]->(Smith),

(Smith)-[:CODED_BY]->(Architect)

match (n:Crew)-[r:KNOWS*]->(m)

where n.name = ‘Neo’ return n as Neo,r,m

Figure 3.10: Example Cypher query in Neo4j to 1) create a small graph of characters in
the movie The Matrix and their relationships and 2) query this graph with the question
“which characters know Neo?” Note that directional relationships are created and
queried with an ASCII art diagram syntax (a)-[:knows]->(b) [Neo4j console
https://console.neo4j.org/ accessed 23 Apr. 2019].

needed to be represented on the timeline, especially those established
during the early exploratory phase before I encountered the very concept of
‘topos study’ Huhtamo (2011a).

A broader set of relationships was defined and re-defined as an iterative
process as I built up my knowledge of the field, including: same person,
same device, diagrammatic movements such as transposition (e.g. the
transposition between astronomy and society at the root of social physics)
or opposition (e.g. the conflicting visions of normality between Galton and
Quetelet), and even singular relations that occur only once, such as the
“A.I. Winter” between 1960 and 1986. For each of these, a special case was
made in the visual language, that in turn has to be coded into the front
end. These types of negotiations and adjustments highlight the tensions
between the case board as tool for speculative knowledge production and
the constraints imposed by web technologies and computational tools more
broadly. It results in a highly idiosyncratic tool that is of little use in any
other context than this research. Unlike many general purpose software
solutions for tasks like mind-mapping, or image collections, DOTF is only
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suited to the specific task of excavating algorithmic prediction and reflects
the speculative, incomplete and imperfect state of my own knowledge.

3.3.3 A patacritical graph

The use of a graph database seems well suited to the design of a case
board, and more broadly to my diagrammatic focus in this research.
Relations are an intrinsic feature of the data structure, rather than an
addition as in traditional “relational” database formats. It is diagrammatic
all the way down to the Cypher language, which expresses queries and
operations as ascii-art diagrams [see fig.3.10]. However, the graph database
was not readily co-opted into a time based, editable case board. I found
that “pinning” nodes along a time axis runs against most of the state of
the art in graph visualisation, which tends to either “animate” the whole
graph, or to represent time along a single edge or node (Beck et al., 2014).
Solutions to edit graph databases visually—for example through “drag and
drop” with the mouse—were also, surprisingly rare. I surveyed a number of
available tools10 that were either proprietary, cumbersome to use, or were
geared towards specific types of data and/or use cases.11 The software used
to make the case board would inform the knowledge produced with it. I
realised after testing a number of “off the shelf” tools that they would not
allow me to scrutinise this interdependence to a sufficient degree.

The idea of building DOTF “from scratch”12 is not simply the result of
minor inconveniences with available solutions. Rather, the decision to build
my own tool was informed by a patacritical position which embraces
computation but refuses generalisation (Drucker, 2009, 26). As part of a
shift from ‘digital tools in humanities contexts’ to ‘humanities tools in
digital contexts’ (25, emphasis in original), Drucker and Nowviskie (2004)
propose that speculative computing, while still subjected to the constraints
of computational logics, does not surrender its methodology to them.
While it involves computational instruments, they are used for abduction,
interpretation, and exceptions [see fig.3.11].

The principles of speculative computing are reified in the Temporal
Modelling project, as proposed by Drucker (2009) and Nowviskie (2004)

11For example nodegoat is aimed at tracing the location of historical figures across
time

11I tested Arrows (Jones), Graffeine (Browne, 2014), Graphileon (Graphileon), neo4j-
js-ng2 (Bruckert, 2018), and nodegoat (Bree and Kessels, 2013)

12DOTF still makes use of a number of pre-existing code libraries such as D3.js, the
Flask Python web framework, and others.
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Digital Humanities Speculative Computing

Information technology/formal logic ’Pataphysics/the science of exceptions

Quantitative methods (Problem-solving
approaches)(practical solutions)

Quantum interventions (Imagining what
you do not know)(imaginary/imaginative
solutions)

Self-identical objects/entities
(Subject/object dichotomy)

Autopoiesis/constitutive or configured
identity (Codependent emergence)

Induction/Deduction Abduction

Discrete representations (Static artifacts) Heteroglossic processes (Intersubjective
exchange/discourse fields)

Analysis/observation (Mechanistic) Subjective deformance/intervention
(Probabilistic)

Figure 3.11: ‘Attributes of digital humanities versus speculative computing.‘ Redrawn
from Drucker (2009, 25, emphasis added.).

[fig.3.11]. Their reflections on this work show how abstract notions such as
abduction can be implemented in practice, through a negotiation with
digital tools. One key aspect is the priority given to visual and intuitive
forms of knowledge production over technical implementation. They
reverse the trend of considering visualisation as a cosmetic layer that comes
after the ‘ “real work” of content modelling’ has been done (Nowviskie,
2004, 100), and instead sketch out visual languages and interactions ‘in
advance of creating a database’ (Drucker, 2009, 40) [fig.3.12]. The result is
what they call a PlaySpace where visualisation is considered ‘as an activity
rather than a result’ (Nowviskie, 2004, 101). Attempting to reproduce such
a patacritical approach would go against its very definition as a practice
focused on exceptions. Nevertheless, the positioning and description of the
open ended Temporal Modelling project were instrumental in shaping my
approach to DOTF, particularly around the time where I redesigned it to
use a graph database [fig.3.13]. I took the patacritical work of Drucker and
Nowviskie as an injunction—or a permission—to make a tool that was
suited only to my specific investigation of algorithmic prediction, and to let
the technical implementation reflect the “space” of my research, in all its
incompleteness and uncertainty.
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Figure 3.12: Temporal Modelling project sketch (Drucker, 2009, 57). (used with
permission)

Figure 3.13: Diagrams of the Future sketch of the editing interface - 22 Jan. 2018.
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3.4 Discussion

I now return to my research questions (RQ, RQ1, RQ2) and discussion
criteria to reflect on the practice of sketching, prototyping, implementing,
and iterating on DOTF, as well as its use as a research instrument. I
discuss how DOTF addresses my research questions by providing a
diagrammatic language to read/write the genealogy of algorithmic
prediction. Working with diagrams provided purchase on my research area,
affording a range of movements to guide my investigations. The successive
versions of DOTF facilitated a shift from a systematic approach to the
research towards a more abductive one where the instrument reflects the
speculative and subjective nature of the investigation.

3.4.1 Starting in the middle

In line with Nowviskie’s (2004) vision of digital instruments for humanities
research, DOTF is an instrument to support excavating the history of
prediction as an activity rather than a result. This is perhaps the key
difference with case boards in detective movies, as mine never arrives, the
investigation is never solved. Rather DOTF stays in a perpetual state of
incompleteness and uncertainty. In relation to RQ1, this research activity
is produced, or performed, through the movements and mechanisms of the
case board and yarnwork.

The key movement afforded by the case board is starting in the middle
(Sayers, 2017); to build up knowledge from a situated starting point while
being attentive to the negotiations, indeterminacies, and surprises of
making with digital media. Moving along threads, topöı, citation trails,
biographies, hyperlinks, and so on, DOTF is an instrument for grabbing on
to some point in the history of prediction and burrowing out from there.
This reflects a ‘tendency towards speculation or unlearning rather than
proving or “wrangling” things with technologies’ (Sayers, 2017, loc.244) as
an ‘intricate awareness of how making and scholarship start in the middle’
(loc.273). This idea also resonates with a media archaeology approach,
which is collapsing any linear notion of history and/or genealogy. Parikka
has asked,

Do you start with past media, like a ‘proper’ historian? Or
from our own current world of media devices, software,
platforms, networks, social media, plasma screens and such, like
a ‘proper’ analyst of digital culture would? The proposition of
this book is that you start in the middle – from the
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entanglement of past and present, and accept the complexity
this decision brings with it to any analysis of modern media
culture. (Parikka, 2012, 5, bold my emphasis added)

The design and implementation of the instrument itself can also be seen to
have started in the middle. DOTF started as a printed poster with a linear
timeline before being continuously developed, built, rebuilt, and adjusted
to reflect the reframing of my research focus and questions (see appendix C
for the full version history). With the refactoring of the project as a graph
came a move from a rigid focus on “artefacts” to a more rhizomatic
approach where all of the references, images, and quotes became explicitly
part of the graph [figs.3.14 and 3.15]. The database became a more
situated tool that reflects the provenance of, and gaps in, my knowledge.
“Artefact” nodes are still used to order the front-end visualisation but only
as focal points that point to other sources (e.g. images or text from
primary sources, combined with critical analysis). My own presence as a
researcher is also acknowledged, if only through a symbolic gesture, as my
user account to edit the graph and administer the DOTF app is itself an
entity in the graph-database and can be seen as a black dot in the editing
interface (along the top edge in fig.3.8).

What emerges from this rhizome is a topology of the history of prediction.
As I have discussed previously (section 2.2), processes of spatialisation are
at the core of the operations of algorithmic prediction, through building
DOTF I am exploring how the practice of spatialising its genealogy
produces an alternative, critical account of what makes prediction today.
By putting the “threads” of topöı ‘into a conversation with each other’
(Huhtamo, 2011a, 29) my aim has been to produce an alternative
coordinate space that challenges narratives of continuity and rupture. For
example by placing divination and gambling in the same space as machine
learning, I suggest that they may have something in common, which is
never advertised by the advocates of algorithmic prediction (Domingos,
2015; Agrawal et al., 2018).13 Tracing topöı through time reveals
continuities whereas narratives of “artifical intelligence” present these
technologies as new and disruptive ruptures.

Like all diagrams, DOTF oscillates between systematisation and openness.
The main drive in this research was to design and implement a speculative
computational instrument, a diagram that remains open to interpretations,
re-configurations, and reflects the situatedness of my knowledge. In section

13See also Cronon (1991) for an account of the early efforts to differentiate futures
contracts from gambling on the corn futures exchange in 1860’s Chicago.
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Artefact

Quote

Reference
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Image

Artefact
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Artefact

Artefact

date: 
title: 

1830-01-01
"The Average Man"

text: 
page: 

"The average [...] social physics"
40

type: 
full_ref: 

quote_ref: 

"book"
"The Empire of Chance. Cambridge University Press.
"(Gigerenzer et al. 1990)
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date: 
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filename: ear.jpg
title: social physics

Figure 3.14: Structure of the graph database showing how reference, image, and quote
nodes can be used to attach content to artefact nodes. Artefact nodes and their
connections are displayed in the Diagrams of the Future front end and visualisation.
diagram drawn with the Arrows tool (Jones).
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Figure 3.15: The full DOTF graph database as captured on 16th Feb. 2018, showing
artefact nodes in green, images in pink, quotes in yellow, and references in blue.
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3.4.3 I reflect on how this knowledge can also be transferable through
publication. In many ways DOTF is a generative diagramming practice, it
helped refine my research question by surfacing questions around selection
criteria (what was to be included or not), and surfaced issues such as
ordering through very practical means (e.g. in the x-axis of the
visualisation, see section 3.4.2 below).

DOTF acts as a generative foundation for building an argument through
this PhD project. The practical skills I developed with graph-databases
were re-purposed to map YouTube recommendations in the next project
Architectures of Choice (discussed in ch.4), and one of the threads followed
here led me to investigate almanac publications (discussed in ch.5). An
honest view of the oscillations at play in DOTF must of course consider
the counterpart to this generative aspect; the systematising, pinning down,
and even tedium involved in this project. As Toscano and Kinkle (2015)
note, the case board in The Wire is inseparable from ‘seemingly ubiquitous
paperwork’ (loc.298.8), likewise programming and re-programming DOTF
involves considerable amounts of “systematising” work. I would estimate
roughly the same amount of time was spent engineering and maintaining
the intrument itself than conducting research with the intrument.
Although DOTF is a visual instrument, making use of drag and drop,
drawing connections, and so forth, data entry still requires a considerable
amount of form-filling. The practice of entering new nodes and managing
connections is still quite a bureaucratic process for which I had to develop
strategies such as gathering all data for one session into a text document
before pasting them into the interface. I have been continuously improving
this process, for example by building an auto-fill functionality for references
using my Zotero library. Such features crystalise the negotiation between
researching with instruments and developing the instrument itself—with
the added possibility that any addition to the code might break existing
data or functionality and render the instrument unusable. With instrument
building explicitly used as a method, it is impossible to separate it from
the “actual research.” Nevertheless, an ongoing trade-off has to be
negotiated between the primary focus of the research, in this case
algorithmic prediction, and web-app development.

3.4.2 The x-axis as an abductive arc

In relation to RQ2, DOTF can be seen as a stage for yarnwork, a
performance or dramatisation of the production of knowledge (Mackay,
2017). The design and programming of this digital version of the TV
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detective’s case board has provided opportunities to unpack, and question,
the way I was conducting research—highlighting tensions and negotiations
between my position as a researcher, computational tools, and the history
of algorithmic prediction. Specifically it led me to articulate the
diagrammatic mode of knowledge production at play in yarnwork as
abductive, in contrast to the inference that algorithmic prediction relies on.
This in turn raised questions and doubts about the validity of my research.

Rather than accurately diagramming reality, the yarnworker is
always in danger of projecting onto the blank wall his own
preoccupations, vendettas, personality flaws, and, when things
get really murky, sheer delirium. (Mackay, 2017)

Detective fiction, and by association the case board, is arguably a product
of the modern scientific world that ‘reflects the predominance of empirical
evidence and rational deductive methods’ (Mackay, 2017, citing Boltanski).
I am, however, missing a key piece in the narrative arc it is usually
employed in: the ‘threshold’ of resolution. Instead DOTF remains at an
earlier stage, a tension between a systematic diagramming relating “pieces”
together, and the fact that they still refuse to fully ‘add up.’ In my case
the “arc” of the research centred around issues of ordering the case board
itself, as materialised in very practical concerns such as which variable to
use along the x-axis of the visualisation.14

The DOTF project extended throughout the full duration of this PhD
research. It followed the definitions and re-definitions of my research focus,
questions, and methodology, going through multiple iterations. It started
as a linear timeline with a few artefacts [fig.C.2] and a simple website using
a pre-existing timeline visualisation [fig.C.1] in the spring of 2016. I started
developing my own visualisation later that summer, as a “minimum viable
product” presented at the 4S/EASST conference [fig.C.3] (Benqué, 2016)
and at the RCA School of Communication’s research work in progress
show. Based on feedback from both events I further developed the project
that winter [fig.C.4], before focusing on other aspects of the research. I
came back to it after nearly a year (winter 2017), after discovering graph
databases and re-centering my research questions around diagrams. This
resulted in a complete re-write of the code and the introduction of the
visual editing interface [fig.3.8]. This was then further developed and

14The orientation of the case board visualisation changed twice during the project,
as seen in the evolution in appendix C. I am referring to the x-axis in the latest version,
that is to say the axis that is not time-based.
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refined, especially as I re-framed my research using media archaeology and
from there started to think in terms of genealogies.

From the very beginning, I ordered artefacts along a time-axis, but the
question of ordering on the other axis came to crystalise the negotiations
and tradeoffs between pinning down the genealogy of prediction and
opening up new connections and multiple readings. The layout problem of
how to order things visually became a mode of confronting much deeper
questions about what kind of knowledge was being produced through
DOTF and acknowledging my own subjectivity and interpretations. From
the straight line of the beginning, the first real confrontation with this
problem was building my first visualisation prototype for 4S/EASST. Here
the artefacts were ordered along 4 pre-defined themes that were defined
along activity domains and physical scales15 I had already identified
movements between different domains as a point of interest (for example
the transposition of mathematical techniques in social physics covered in
section 3.2.3) so a “knotting” mechanism was built in to allow one artefact
to belong to two themes at once, forming a juncture. This approach felt
like imposing too much of an arbitrary constraint on the project, especially
as themes were defined at the start, the point where I knew the least about
the project.

From there started a process of un-ordering [fig.3.16], a series of attempts
to loosen my initial idea of “classifying the classifiers” to find a more
organic way of growing the timeline and to reflect the state of my
knowledge. This started by assigning an arbitrary scale score to artefacts
to position them along the y-axis [fig.C.4]. The move to the graph
database and complete refactoring of the project was a decisive shift, as
the relations between artefacts became the main focus, and I did away with
ordering altogether. However this did not solve the issue of positioning
nodes on a two dimensional canvas; one dimension was now handled by a
randomised force layout,16 a common solution to the layout of network
visualisations. This added distracting animations, and my negotiations
with the settings did not result in an aesthetically or conceptually
satisfactory result. Finally the last iteration comes back to the relations

15See Benqué (2016). Heavens was about astronomy, climate and planetary scale,
Masses about populations, elections, and public opinion, Gambles about economics and
finance, and Fates about genomes and bodies.

16The force layout in D3.js starts by giving all nodes a random position and subse-
quently adjusts their positions through a simulation of forces (e.g. how rigid or elastic
are the links, is there gravity, do nodes attract or repel each other, and so on) the layout
gradually settles to a stable state where the node can remain draggable.
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Figure 3.16: Iterations of timeline threads in Diagrams of the Future. See appendix C
for images of each version.

between artefacts as the driver of layout. Each theme or thread is assigned
a base position, and nodes are laid out from there using only a collision
force to prevent form overlapping in the manner of a ‘bee-swarm’ plot
(Eklund, 2016).

3.4.3 Publishing the DOTF archive

In March 2018, I presented some of my work on DOTF to an audience of
technologists, artists, designers, and others in London as part of an event
titled Colossal Dust: practices of obsession and investigation (Benqué,
2018b). After my presentation, a member of the audience asked about the
purpose for the project as a publicly accessible website, rightfully casting
doubt on the fact that it would be intelligible to anyone but myself. At the
time the website homepage presented a set of dots and lines, bouncing
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around under the effect of a force layout. While I was still focused on the
tool itself at that point, this question echoed doubts I was already having
about the legibility of the project, and about the need for legibility in the
first place. This stayed with me as I developed my broader research
position and refined my research questions. In line with the aim of
producing publications, I persisted in considering DOTF as a form of
publishing, an open archive of sorts, however idiosyncratic. I took steps to
render it more legible and potentially useful to others in a last round of
revisions before submission. While the case board is a highly personal
artefact—embodying the specific knowledge of an investigation team or
individual detective—it is activated through its presence on screen as a
plot device. Similarly, by making DOTF accessible online my case board
becomes part of a performance of research, which activates it beyond my
own personal use as a research outcome in its own right.

My point of reference here are art practitioners such as RYBN, who
regularly produce bibliographies, archives, or other documentation as part
of their work. Projects such as Cybernetics Gamblers Hall of Fame and
Human Computers (RYBN, 2019) follow a media archaeology approach
and place as much value on excavating research, scholarship, and forgotten
oddities than on the final artwork. I take this as an important
contribution, importing some elements of academic work to creative
practice, sharing one’s sources allows others to locate where the work
comes from, follow them, use them in different ways, perhaps reaching
other conclusions. I have myself drawn from RYBN’s work and archives
during this research on more than one occasion. One way to view DOTF
as part of this thesis is, in a similar way to RYBN’s archives, as an
extended, visual, literature review that ends up as an outcome in its own
right, an integral part of the final work. This process is not just about
accumulation, but an editorial practice of ‘filtering and amplification’
(Gilbert, 2016, 11) that is in itself a creative, and potentially critical act.

Publishing imposes constraints and expectations that might conflict with
the patacritical approach outlined earlier. If the instrument is tailored to
my specific approach and knowledge, how could it be readable by anyone
else? Seeing a detective’s case board may not make sense to an outsider
viewing it out of context. However, following the conversation with the
audience member and my own ideas about the project, I decided to include
some element of readability into what the DOTF needed to achieve. The
last refactoring of the project aimed to address these questions, starting
with renaming the project Diagrams of the Future rather than Counting
the Future to better reflect the focus of my research. These developments
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include: relegating the graph view to a secondary page and preferring a
more generic “tumblr” like layout for the landing page; giving nodes and
topoi their own pages with links that can be bookmarked or shared. I
intend to use these links to publish the archive through social media in
future developments. Finally, as with any publishing project the question
of temporality and maintenance should be raised. In this case this is a
long-term commitment to maintain the site, as it will continue to serve as
the base from which to formulate future research and projects.

3.5 Conclusion

In this chapter I have presented Diagrams of the Future, an archive of
predictive diagrams in the form of a digital case board. I considered the
genealogy of algorithmic prediction as a diagram of diagrams. This
provided a common ground between research and practice (RQ1) as I
mapped this genealogy using a graph database, following the threads of
topöı (Huhtamo, 2011a). I characterised this process as a form of yarnwork
(Mackay, 2017), itself a trope of detective/investigation movies where
knowledge production is dramatised and performed. This activity can be
described as diagrammatic sleuthing, with movements (RQ1) such as
“starting in the middle.” It oscillates between systematically ordering
knowledge on the case board and subjective conjectures (RQ2) that refuse
to completely ‘add-up,’ and contain the researcher’s situated
interpretations. Finally I considered the graph-based archive as a form of
publication, a research outcome in its own right that provides a foundation
for the other projects in this research while also offering a multiplicity of
readings to other researchers or practictioners.

This chapter describes the first contribution to knowledge in this research,
the case board as a diagrammatic mode of investigation into algorithmic
prediction as ‘media remembered’ (Blegvad). This draws from a
media-archaeological view of the genealogy of technological artefacts, and
combines it with notions of ‘cognitive mapping’ (Jameson, 1988; Toscano
and Kinkle, 2015; Srnicek, 2012) and ‘yarnwork’ (Mackay, 2017). In
practice this translates into a novel use for graph databases, purpose-built
through, and for, my practice-based research approach. This is materialised
in a web application that provides a new way to edit graphs visually as a
kind of diagramatic content management system. The front end of the
application displays the contents of the graph through various views,
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including a case board visualisation that displays artefacts and their
relations across time.

The case board, while computational, stays at a distance from algorithmic
prediction. It is a canvas to track its developments but never touches
actual operations. In the next chapter, my position shifts as I move closer
to one predictive algorithm and diagram its contours through much more
direct means.
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Please see appendix D for the practice submission related to this chapter,
including: code repository and other supporting material.

Chapter 4

Traces

4.1 Introduction

In July 2016, a headline in Wired magazine read ‘This AI learned to
predict the future by watching loads of TV’ (Burgess, 2016). It described a
study where researchers used neural networks to predict handshakes, hugs,
kisses, and high-fives in American sitcoms with 43% accuracy (Vondrick
et al., 2015). The contrast between the headline and the actual outcomes
of the study highlights the gap between inflated claims around “AI” and a
reality that is far less exciting. While this AI has not learned much about
the future by ‘watching loads of TV,’ algorithmic prediction does play a
key role in delivering a staggering amount of video content through a much
more familiar and mundane medium: recommendations of “what to watch
next.” In this way prediction does shape the future but through small,
mundane, and short-term nudges.

Algorithmic recommendation has settled deep into the
infrastructure of online cultural life, where it has become
practically unavoidable. (Seaver, 2018, 14)

In this chapter, I move to probing algorithmic prediction as ‘media
observed’ (Huhtamo and Parikka, 2011, 55), as it operates in a
contemporary recommendation system, the YouTube platform. I discuss
instruments developed as part of Architectures of Choice Vol.1: YouTube
(Arc-choice), and reflect on the challenges and possibilities of seeing such
systems through another ubiquitous medium: data visualisation.
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This work brings together two strands of my research that were initially
developed separately. The first is a collaboration with design theorist Betti
Marenko1 on speculative diagrams and possible ways to reclaim algorithmic
prediction. We presented an initial position for this work in spring 2018 at
the Art, Materiality and Representation conference in London (Marenko
and Benque, 2018). The second is a short2 practice pilot project presenting
five initial attempts to map YouTube, this was a collaboration between
Supra Systems Studio (SSS) at the London College of Communication and
British Broadcasting Corporation’s Research & Development (BBC R&D)
as part of SSS’s inaugural exhibition Everything Happens so Much
(EHSM ) for the London Design Festival 2018 (September/October). The
two came together as Betti Marenko and I took the YouTube work as a
first case study of our speculative diagrams approach, and submitted it to
the Research Through Design (2019) conference in Delft, the Netherlands
(RTD). This involved substantial developments on both the theoretical and
practical sides of the project. Our collaboration was articulated primarily
along a theory/practice axis, with Betti Marenko contributing a Deleuzian
design theory perspective, and I contributed practical explorations and
some technical knowledge of machine learning. We shared a critical
disposition towards algorithmic prediction, and the diagram as a device,
both theoretical and practical, to focus our conversation.

I start by discussing YouTube recommendations as a capture apparatus.
While the funnel shape of the recommendations system is presented by its
engineers as a way to distil content out of a huge corpus, it can also be
characterised as a trap that relies on traces to keep users watching. I
discuss the possibility of mapping this apparatus and the promises of
transparency that they imply.

I then describe our attempts to map YouTube, confronting these issues
through practice. I present the first experiments produced for the EHSM
exhibition, and how these were developed for the RTD conference. This
was a major shift in our approach as we started to produce out own traces,
informed by a conversation between the theory and practice of diagrams.

Finally I discuss the project in line with my research questions, describing
its abductive “arc” going through the peer review process. I describe traces

1Dr. Betti Marenko is a reader in contextual studies at Central St. Martins, Univer-
sity of the Arts London.

2The project had a time budget of about a week, in which I produced a series of
experiments with a graph-database and a variety of visualisation tools, see the 02-Viz

section of the code repository.

112



not as part of algorithmic systems of capture, but as sources of conjectural
knowledge, in other words as speculative diagrams.

4.2 YouTube recommendations: the funnel

In this section I characterise YouTube recommendations as a form of
control diagram in the shape of a funnel. I discuss problematic claims that
this funnel can be seen/known through data, and that this provides a form
of transparency that would address the problems of recommendation
systems. I engage with these claims through my practice in the next
section, and propose an alternative mode of knowing through data in the
following one.

4.2.1 YouTube as capture apparatus

According to YouTube engineers, YouTube’s recommendations are ‘one of
the largest scale and most sophisticated industrial recommendation systems
in existence’ (Covington et al., 2016). The purpose of algorithmic
recommendation, in this case, is guiding nearly 2 billion users as they
navigate an enormous corpus of video content, growing at the rate of 400
hours a minute. To do this, the system acts like a ‘funnel’ [fig. 4.2] by
combining two deep neural networks to 1) generate ‘candidates’ out of the
large corpus of videos, and 2) rank these candidates and present most
relevant to the user (Covington et al., 2016). The first step is a “rough
cut,” selecting candidates out of millions of videos, using collaborative
filtering3 with ‘coarse features.’ The second pass is much more fine-grained,
and orders the candidates by taking into account a ‘rich set of features’ to
ensure the user is presented with ‘personalized and engaging’ content. At
both stages, a prediction of ‘watch time’4 drives the selection and ordering
of video candidates (Covington et al., 2016).

For all their technical sophistication, YouTube recommendations have been
criticised for their detrimental cultural and political effects (Tufekci, 2018;

3Collaborative filtering makes predictions based on similarities between users, using
a matrix of preferences to infer what similar users “may also like.” (see Seaver, 2012)

4“Watch time” has replaced “click through rate” as the metric of engagement
YouTube seeks to optimise. The latter was said to reward “clickbait” such as suggestive
titles or thumbnails. “Watch time” designates the likelihood that the user will not only
watch the given video in its entirety, but that they will continue watching YouTube.
‘Now when we suggest videos, we focus on those that increase the amount of time that
the viewer will spend watching videos on YouTube, not only on the next view, but also
successive views thereafter.’ (Meyerson, 2012)
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Architectures of Choice
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Figure 4.1: Architectures of Choice Vol.1 YouTube poster produced for the Everything
Happens So Much exhibition (Sept. 2018).
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Figure 4.2: YouTube’s ‘Recommendation system architecture demonstrating the
“funnel” where candidate videos are retrieved and ranked before presenting only a few
to the user.’ (Covington et al., 2016, 192).
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Bridle, 2017; Lewis, 2018a). The ‘funnel’ pushes viewers towards
increasingly extreme versions of whatever argument they might be
watching, acting as a ‘great radicaliser’ (Tufekci, 2018). These logics have
been particularly well mobilised by conservative and right-wing
commentators and creators, who tailor their content to the platform’s
criteria and have gained massive followings in the process (Roose, 2019).
Recommendations play a key role in the propagation of conspiracy theories
such as “Flat Earth” with many believers pointing to YouTube as the
gateway to these ideologies (Landrum, 2019; Paolillo, 2018). The system is
also easily gamed by networks of automated accounts that produce
computer-generated and/or “fake” news content (Albright, 2017), or take
advantage of the popularity of content aimed at children to promote
disturbing and violent videos (Bridle, 2017).

These issues illustrate the need for a critique of algorithmic prediction as a
form of prescription—as I have discussed in Section 2.3. The promise of
‘helping’ users ‘discover personalized content’ (Covington et al., 2016)
implies that the algorithm selects content that the user already likes. Many
of these cases show that it produces and re-shapes user-preferences instead.
YouTube recommendations aim to maximise engagement metrics such as
predicted watch time. As Arnold (2016) argues in her study of the film
streaming company Netflix, ‘engaged’ also means ‘subscribed’ which is the
measure that the company seeks to maximise while the term
“recommendation” ‘maintains the perception of choice’ (96).5 Arnold
frames her critique using algorithmic governmentality (Rouvroy, 2013) and
the algorithmic production of identities (Cheney-Lippold, 2011) to argue
that recommendations effectively remove choice and produce stereotypes
out of users. These logics reward controversial content and entrench
pre-existing positions. The apparatus6 of YouTube recommendations
modulates and re-configures the behaviour of its audience based on
fragmented and granular behavioural data. This echoes Deleuzian notions
of control that take hold by fragmenting individuals into ‘dividuals’
(Deleuze, 1992, cited in Cheney-Lippold, 2011, 169).

5Netflix and YouTube differ in their subscription models. However, many of the
arguments made by Arnold about Netflix—especially ones drawing on algorithmic
governmentality—are applicable to YouTube.

6Betti Marenko and I use Giorgio Agamben’s notion of apparatus in our paper:
‘anything that has in some way the capacity to capture, orient, determine, intercept,
model, control, or secure the gestures, behaviours, opinions, or discourses of living be-
ings’ (Agamben, 2009, 14, cited in Marenko and Benqué, 2019). This notion is also used
extensively by Masure (2014).
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The ‘funnel’ of YouTube recommendations may be less of a distiller of
personalised content, and more like a trap that the user walks/watches into
[fig. 4.3]. Seaver (2018) brings the rich anthropology of traps and
‘captology’ to bear on recommendation systems, and moves beyond simply
‘policing the boundary between freedom and coercion’ (4) that is the focus
of many other criticisms of algorithmic prediction.7 Seaver highlights the
central role of traces in the process of algorithmic entrapment. He
describes the industry’s move away from predicting ‘explicit ratings’ such
as star scores and towards ‘captivation metrics’ based on the implicit data
found in interaction logs.8 Rather than trying to accurately predict the
rating a user would give to a film or series, this approach uses signals
produced by users as they navigate the site—for example whether or not
the video was watched until the end, which buttons were clicked, and so
on. These more fine-grained data are much more abundant. In this way,
more aspects of the user experience can be measured, with applications
designed to maximise the number of interactions. The more active users in
the system produce more traces that in turn provide them with more
recommendations. Traces are also perceived by industry as more ‘truthful’
(Seaver, 2018, 12), reflecting what the users “really want” rather than what
they say in explicit ratings—echoing the positivist views I discussed
previously in section 2.2.3.

In summary, recommender systems demonstrate an instance of algorithmic
prediction as a control diagram. They produce identities and categories,
trapping users in self-reinforcing loops of data production. These diagrams
are formed by the relations between traces, implicit data-points generated
by users as they interact with an application or service, and interpreted by
the service for signs of “satisfaction,” meaning retention and sustained
engagement (Seaver, 2018, 13). The next section will look more specifically
at the promise of mapping as a counter-strategy to expose the inner
workings of this apparatus.

7With this, Seaver nuances criticisms of algorithmic prediction based on Deleuze’s
control and Foucault’s governmentality (e.g. Rouvroy (2011); Cheney-Lippold (2011)).
He focuses specifically on “redeemed” designers of addictive algorithmic systems such
as Nir Eyal or Tristan Harris who have turned into vocal critics of these systems. In
their counter-visions focused on ‘ imagining an escape’ from traps, these figures do not
challenge the ‘behaviorist frame’ of captology they helped implement.

8See for example Amatrian and Basilico (2012) on Netflix moving ‘beyond the 5
stars.’
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(a) (b)

Figure 4.3: Two views of the YouTube recommendation system as a) a funnel that
distills personalised content (Covington et al., 2016), or b) a trap (Seaver, 2018).

4.2.2 Map the trap

Revealing a system’s inner workings, and making it accountable for its
negative effects, is an appealing counter-measure against an apparatus of
capture and entrapment. This promise has been gaining traction, especially
since the 2016 US election that saw the so-called weaponisation of
platforms for the spread of misinformation (Subramanian, 2017; Albright,
2016), and data collection for the targeting political ads (Cadwalladr and
Graham-Harrison, 2018). Strategies for increasing the accountability of
algorithmic systems include auditing (Sandvig et al., 2014), and reverse
engineering (Diakopoulos, 2015). However, these have to contend with
various form of opacity (Burrell, 2016) and generally have to operate from
outside the systems they claim to scrutinise.

I am specifically interested in attempts to map YouTube, as part of this
broader discourse on transparency and accountability, and in the way these
mapping exercises produce knowledge through data visualisations. In
research/academic settings, two examples stand out. In her study of the
reactionary right’s use of the platform, Lewis (2018b) maps the network of
co-appearances between different personalities hosting each other on their
channels. This is the result of in-depth data collection done “by hand” in
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order to surface connections that are not visible through automated means.
The map follows the codes of network visualisation with a force directed
layout, and uses analysis measures such as betweenness centrality and
closeness centrality to highlight influence and connections (10). A couple of
‘paths’ are also highlighted (11) showing how guest appearances between
channels create stepping stones to more and more radical ideology.

In another setting, Rieder et al. (2018) use purpose built tools to query
data from the YouTube API (Rieder, 2015). They visualise the ordering of
YouTube search results and their ‘morphology’ as they change over time
for specific topics. They characterise ‘patterns of change’ on a spectrum
from ‘stable’ to ‘newsy,’ using the RankFlow visualisation tool (Rieder and
Simon, 2016) as the basis for qualitative analysis of the social, cultural,
and political work of algorithms. These examples are both focused on
specific aspects of the YouTube platform, either a small subset of interest
(the reactionary right from conservative influencers to white supremacists)
or a methodological approach to observe the capture diagram from a
specific angle (the ordering of search results and their patterns of change
over time). They produce data visualisations to reveal a particular side of
the platform’s mode of operation, whether a specific network of actors or a
mode of ordering. This happens in the context of in-depth qualitative
research that acknowledges the methods, and limitations, of the collection
and visual display of data. They contribute to a ‘countervisuality’
(Sandvig, 2014) that support critiques of algorithmic work.

Another map of YouTube embodies a more simplistic and problematic
approach to the promise of revealing the inner workings of YouTube, one
that has received attention in mainstream press. Led by a former Google
employee, the AlgoTransparency project is said to provide ‘the world’s first
window into YouTube’s opaque recommendation engine’ (Lewis, 2018a).
Chaslot (2016) started this work prior to the 2016 US election, where they
monitored YouTube by collecting data on 8,052 YouTube videos in the
run-up to the vote and found that recommendations were ’highly skewed
toward content critical of the Democratic nominee [Hilary Clinton]’ (Lewis,
2018a). In the years since, they have taken an advocacy role, providing a
website to conduct searches and explore YouTube recommendations. This
website also displays a ‘YouTube Map’ [fig. 4.4] where the platform is
displayed as a network visualisation clustered around broad categories.
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Figure 4.4: YouTube Map Chaslot et al. (2016a).
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4.2.3 Seeing vs. knowing

The YouTube map by Chaslot et al. (2016a) materialises the paradox at
the core of research that aims to critique the epistemology of data and
algorithms while also relying on them as a source of knowledge (see
Kitchin, 2014). It exemplifies the critique of data visualisation articulated
by Boehnert (2016) around the themes of ‘digital positivism’, ‘darkdata’,
and ‘datawash’. By declaring that ‘the YouTube algorithm distorts truth’
(Lewis, 2018a) Chaslot fully subscribes to the positivist ontology that
underpins YouTube’s recommendations, but only shifts its target to the
algorithm itself. There is still a ground, objective truth that is said to be
measured and seen through data. The map qualifies as datawash, as it
actually ‘conceals or obscures knowledge’ (Boehnert, 2016). As a ‘hairball’
or ‘spaghetti bowl’ visualisation (Bounegru et al., 2017) the YouTube Map
is just another form of opacity, mistaking visual richness for knowledge.
Finally by implying that a system that is in constant growth and shift can
be viewed in its totality, the map glosses over dark data, for example
content outside of the most well known ‘1000+ US channels’ used to map
recommendations.9 While the idea of turning instruments of data
collection and visualisation back against YouTube’s capture apparatus is
appealing, this map does in fact very little to reveal anything about
YouTube. Seaver suggests that,

. . . these critiques take issue with the current scope and power
of captology, they generally share its behaviorist common sense.
They identify the problem as misaligned corporate incentives,
rather than behaviorist premises. (Seaver, 2018, 16)

In diagrammatic terms, the YouTube Map claims to be a tracing, which
implies a likeness to the object it describes.10 This logic of reproduction
fully subscribes to the positivist stance of the platform (YouTube) it seeks
to criticise, if YouTube creates categories and identities while it claims to
predict them, AlgoTransparency creates a version of YouTube that is fully
knowable, and therefore fixable, by claiming to reveal its inner workings. It
misses the diagrammatic relations key to gaining knowledge about the
system, its actors, their motivations, and politics. This ‘seeing without
knowing’ is described in detail by Ananny and Crawford (2016) as they
characterise the ideal of rendering algorithmic systems accountable through
transparency as over-simplistic, inadequate, and misleading. Meaning, they

9https://algotransparency.org/methodology.html (accessed 10 July 2019)
10This can be generalised to the field of data visualisation. see Drucker (2011) and

Boehnert (2016).

121

https://algotransparency.org/methodology.html


argue is ‘achieved through relations not revelations ’ (5). Thinking through
relations means considering predictive algorithms as part of broader
systems, made up of corporations, infrastructure, programmers, content
producers, and users. It can also be used to scrutinise the
recommendations themselves and encourage interpretations as to how they
might have originated.

With the challenges inherent to mapping a platform such as YouTube
established, I now turn to confronting these issues through my practice. In
the next section I describe my own mapping of YouTube, first in a way
similar to Chaslot’s for the EHSM exhibition, and then after a shift
through the collaboration with Betti Marenko and the review process for
the RTD conference.

4.3 Practice

My own early mappings of YouTube started with a collaboration between
Supra Systems Studio and BBC R&D. I was prompted to respond to
previous work by BBC R&D on Tellybox, an exploration of physical
interfaces to display, and interact with, recommendations (Miller et al.,
2017). I positioned my proposal to map YouTube at the intersection of my
own research interests in algorithmic prediction, diagrams, and BBC
R&D’s project.

4.3.1 Data Collection

I have established the challenges and epistemic issues surrounding the idea
that YouTube can be mapped. I was aware of these, at least instinctively,
when I started the Arc-choice project, but moved to confront these issues
first hand, through practice. I gained technical knowledge about graph
databases while working on Diagrams of the Future, and these skills were
suited to another form of archaeological practice, moving up-close to a
specific predictive system currently in operation. In fact the way I use
graphs in the Arc-choice project is more directly related to their
mainstream use for network analysis than my excavation of the history of
predictive diagrams.
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I designed a series of “probes”11 to scrape data from YouTube using a
headless web browser (Selenium) that simulates user interaction with
web-pages such as clicking through recommendations. This approach
allows for quick prototyping using the browser’s developer tools to identify
parts of the application where relevant data and interface elements are
located. Unlike the work of Rieder et al. (2018), my data collection did not
make use of the official API but simulated a user interacting with YouTube
from a web-browser. While this has serious limitations—for example
having to load web-pages in memory and program recursive loops instead
of querying only the meta-data through the API—I made this choice in
order to stay as close as possible to what a YouTube user might see and
do.

The YouTube API is aimed at developers wanting to integrate with
YouTube from their applications, and therefore did not seem like a relevant
source of data on the recommendations provided in the YouTube web
interface.12 I took steps to make each session as “blank” as possible
through the available settings, clearing cookies for example. It is difficult if
not impossible to know what data persists, or how each session might still
be identified. Location was shown to be factored in by the system for
example. Using a VPN or a server based in the Netherlands for the RTD
conference yielded results that were noticeably different and tied to the
country of origin of the server’s IP address.

Starting from the list of videos on the YouTube homepage, I follow links to
video pages and recursively list recommendations [fig.4.5]. This differs from
other studies such as Rieder et al. (2018) or Chaslot et al. (2016b) that
focus on results from a specific search query. My interest here was on
probing, or “sampling” with a degree of randomness, the YouTube
catalogue from the homepage as its most obvious entry point. Three
different probe designs [fig.4.5] balance the breadth and depth of the
mapping in different ways. Ripple.py follows all recommendations for a
given number of recursions. This exhaustive approach was very time

11My use of “probes” here has more to do with ‘computer programs as automated
probes that send back telemetry’ Parrish (2015) than with previous uses of this term in
a design or Human Computer Interaction context (Gaver et al., 1999).

12This echoes broader questions about digital methods to study platforms that are
increasingly reluctant to publish data through their APIs, and the limitations of ‘Post-
API Research’ (Digital Methods Initiative, 2019). These concerns are summarised by
James (2019) in her review of Spotify Teardown (Eriksson et al., 2019): ‘how does one
study someone who doesn’t want to be studied and (unlike Spotify’s users) has the
power to enforce that wish?’
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consuming, and the resulting visualisations became unreadable after the
first recursion [fig.4.6]. Simple digger.py is a drastically simpler approach
which selects only one video at random in the recommendations list and
repeats the process a given number of times. Finally, Digger.py is a
compromise which captures all of the recommendations at each step before
choosing one at random. The use of random choices is another limitation
to note here. My aim was simply to probe the vast architecture of
recommendations on the platform. While other studies focus on specific
topics related to politics or the news, my aim here—at least in the first
instance—was much more tentative.

The collected data are stored in a graph database (Neo4j, similar to the
structure used in DOTF ) where videos are represented by nodes, and
recommendations by edges connecting them. Each session is logged with a
time stamp and indicates the type of probe used. This database can then
be queried to return particular sessions or sub-graphs for visualisation.

4.3.2 Visualisation

The design and development of the probes was driven by experiments in
visualising the data they scraped, as the goal of the project was to produce
a visual outcome. This pushed me to confront the gap between seeing and
knowing (Ananny and Crawford, 2016) in a rather direct way. I moved
from my first failing attempts to map the totality of the recommendations
to increasingly focused and specific paths through the “landscape” of
YouTube content.

Neo4j browser was the starting point for my interactions with the collected
data, as it is the tool provided with the database. It returns the result of
queries as interactive graphs where nodes can be dragged and positioned
by hand, and their size, colour and labels adjusted. This proved very useful
for experimentation, for example to sketch sequential layouts and identify
that video titles were the most suggestive data to foreground as the node
labels [fig.4.9]. The main limitation however was the lack of automation,
meaning that any layout realised by hand could not be standardised or
reproduced with another set of data, only exported as static images.

To move beyond the manual layouts of the exploratory stage, I tested a
number of off-the-shelf tools, each with their own trade-offs. Matplotlib,
Networkx, and Datashader, industry standards for data visualisation,
especially for network visualisation in the Python ecosystem, were obvious
choices and purpose built to display network data. However they lost some
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Figure 4.5: Three probes to collect YouTube recommendation data:
a) ripple.py b) digger.py c) simple digger.py.

of the qualities of the Neo4j experiments. Displaying long video titles was
not possible, and layouts were force-based or circular which suggested a
sense of totality I was seeking to avoid [fig.4.6]. Flowchart markup
language Mermaid.js produced interesting results [fig.4.7], but the amount
of data and relations I was attempting to draw stretched the layout engine
well beyond its capabilities, eventually breaking it completely. Finally I
tested Gephi, an open-source tool well known to scholars in the digital
humanities (Bastian et al., 2009). Like the Python libraries, it was very
well suited for dealing with large networks, but showed limitations with a
propensity for producing “hairball” visualisations [fig.4.8]. Simple things
such as titles, which were impossible to “wrap” on more than one line of
text, revealed underlying assumptions that were incompatible with my

125



2018-07-12 22:20:20

isp: Virgin Media
loc: England
type: ripple (n=2)

2018-07-13 14:29:51

isp: Virgin Media
loc: England
type: ripple (n=1 + 1)

Figure 4.6: Visualisation created with the ripple probe with 2 levels of recommendations
(left) and one with one random choice (right). Circular layout in Matplotlib with
Netowrkx.

modest requirements. My take away from these tests using popular
data-visualisation tools is that the issues I had with the AlgoTransparency
map—the materialisation of a positivist premise—are partly encoded in the
default settings of many of these tools.

For the EHSM exhibition I produced a set of prints that included most of
these explorations. Effectively, they amounted to a small survey of the
state of the art in network data visualisation tools, and of my technical
ability to use them. Neither of the methods I tested was fully satisfactory
however. Neo4j Browser was suited for visual exploration but only if
manipulations and layout were done by hand. The other tools were readily
automated but came with built in assumptions that reproduced the
positivist stance I was aiming to avoid. The project for EHSM made me
reach the conclusion that I would need to design my own solution if I was
to develop the project further beyond the exhibition. I discuss this shift in
the next section.
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10	FUNNIEST	AUDITIONS	EVER	ON	BRITAIN'S	GOT	TALENT!

Top	10	performance	Surprised	coaches	in	The	voice	USA	Auditions	2018

Best	Ever	Top	5	Pets	+	5	People	Got	Talent,	Amazing	Top	10	Got	Talent	Auditions,	AGT	BGT	2017

First	Contact	-	Seeing	white	man	for	the	first	time

Never	Say	Die

WWE	Brock	Lesnar's	Old	Rare	Documentary	(2002)	(HQ)

Christopher	Columbus:	What	Really	Happened

Agafia.	Hermit	Surviving	in	Russian	Wilderness	for	70	years

Nepal:	little	buddha	(full	documentary)

The	Stone	Age	Tribe	on	a	Banned	Island	You	Can't	Visit

This	Family	Live	In	Perfect	Isolation

Amazing	Things	Kids	Have	Said	About	Past	Lives	That	Even	Skeptics	Can't	Explain

The	Land	of	No	Men:	Inside	Kenya's	Women-Only	Village

Top	10	TERRIFYING	Facts	About	MAORI	WARRIORS

Why	is	this	isolated	tribe	seeking	contact	with	the	outside	world?

The	Real	Planet	of	the	Apes	(Documentary)

The	Yamuna,	India's	most	polluted	river

14	Most	Amazing	Permafrost	Discoveries	from	Siberia

Inside	a	Lost	African	Tribe	Still	Living	in	India	Today	|	Short	Film	Showcase

Tribe	meets	white	man	for	the	first	time	1/3	(with	narration)

Dreamtime	Travelling	through	the	Australian	continent	-	documentary

Deaf	People	Hearing	Sound	for	the	FIRST	Time	[Compilation]

Germany’s	poor	pensioners	|	DW	Documentary

When	This	Guy	Looked	Inside	His	Deceased	Friend’s	Garage,	He	Unearthed	A	Rare	’70s	Drag	Racing	Beast

INCREDIBLE	UNEXPECTED	SINGERS	on	Got	Talent	|	Top	Talent

Elijah	Connor:	'Diddy'	Tests	Confident	Artist	With	EPIC	STAREDOWN!	|	S2E3	|	The	Four

This	Girl	Was	Getting	Bullied.	How	These	Strangers	Reacted	Will	Surprise	You

8	MOST	AMAZING	SPORT	COMEBACKS

Top	10	Best	The	Voice	performances	usa	2018	Street	Version

Top	15	The	Best	Of	Best	Blind	Auditions	The	Voice	Kids	....	Make	By	TV	Jolly

ALL	GOLDEN	BUZZER	AMERICA'S	GOT	TALENT	2017

Top	10	Most	Surprising	Blind	Auditions	The	Voice	2018	(	NO2)

КВН	Супер	сборник	посвященный	1	сентября!

TOP	12	GLOBAL	VOICE	INCREDIBLE	BLIND	AUDITIONS

Matt	Damon's	brother	surprised	coaches	in	THE	VOICE	-	Adam	still	can't	believe	it	!!!

UNBELIEVABLE	!	Top	10	Shocking	Blind	Auditions	The	Voice	2018	(No2	)

ACTS	Return	for	SECOND	Auditions	on	The	X	Factor	UK!	|	X	Factor	Global

Top	10	performance	That	made	coaches	Cry	in	The	voice	Audition	2018

PART	2	●	Top	10	Opera	Auditions	●	INCREDIBLE	and	BEAUTIFUL	VOICES

Courtney	Hadwin:	13-Year-Old	Golden	Buzzer	Winning	Performance	-	America's	Got	Talent	2018

5	Amazing	Britain's	Got	Talent	Auditions

Figure 4.7: Mermaid.js visualisation (cropped).
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10 Oldest Technologies Scientists Still Can’t Expl...13 Unbelievable Coincidences That Will Leave You C...

See If You Can Pass the FBI Special Agent Test (Pa...

BAD DAY AT WORK? Watch This 

Animals Can Be Jerks Compilation

The Biggest Lies They Showed On MTV Cribs

Pilot Sucked Out In Flight - British Airways Fligh...LOOK WHAT HAPPENS WHEN YOU MAKE THE ROYAL GUARD AN...

10 INCREDIBLE Space Launch Failures! [4K]

New York Police Lose It Over a Drone (Lawsuit Ongo...

The most amazing inventions and technologies that ...

FS2004 - Over The Limit (FedEx Express Flight 647)

Animal Moms Protecting Their Babies - Elephant Sav...

TOP 100 FUNNY ANIMALS of 2018 | Try Not To Laugh C...
Amazing!! Animal Saves Another Animal | Animal Her...

15 Things You Didn't Know The Purpose Of!

Most Funny Moments of Fans in Sports History  HD

Top 10 Luckiest Storage Unit Finds EVER!

Top 5 SHARK Close Calls

5 Megalodon Caught on Camera & Spotted In Real Lif...

Why No Aquarium In the World Has a Great White Sha...
25 UNBELIEVABLE Things Found On Earth We Can't Exp...
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The Untold Truth Of In N Out Burger

Salt Bae Cutting The Best Meat In Nusret Steakhous...
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10 Banned Weapons Too Brutal For War

Top 10 Horrifying Facts about the ROMAN LEGIONS

NEW Gold Digger Pranks - Girls Love Money! - SOCIA...

NBA "RARE" Moves Part 1
Coming on Too Strong to Girls

NBA STARS VS Regular Basketball Players - Mix 2018

Meet the Real Life Version of Happy Gilmore

The Professor vs 6'5" Hooper ...doesn't even try o...

Crazy Finish In 12-Year-Old 1500m Race

CAN I NUTMEG A WHOLE FOOTBALL TEAM !? (CRAZY REACT...

Bad Parking Revenge ft. Danny Duncan

Baseball Star Kris Bryant Gets Pranked by Hall of ...

Julian Newman SNAPS! "You're Not Ready For This" N...

33 Famous Free Kicks  Impossible To Forget
Lionel Messi VERKLEIDET sich als ALTER OPA!

Bone Collector and Professor Take on Venice Beach ...

This 17 Year Old TRASH TALKED Michael Jordan and I...

Greatest Trick Plays in Baseball History

THE CRAZIEST MINI GOLF COURSE IN THE WORLD! - DOUB...
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Aaron Rodgers - The Bad Man

Chiefs vs. Chargers Week 1 Highlights | NFL 2018

One-Hit Wonders You Had No Idea Are Dead

TRANSFER PRANK: NFL QB Jared Goff pranks unsuspect...
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Jimmy Kimmel's FULL INTERVIEW with President Georg...
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Seahawks vs. Broncos Week 1 Highlights | NFL 2018
Rams vs. Raiders Week 1 Highlights | NFL 2018
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Bizarre Air Breathing Fish!
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How to Not Get Bullied | Lele Pons
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Tasha Cobbs Leonard sings This is a Move & Break E...
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Serena Williams & Sexism in Sports - Between the S...

10 Extinct Creatures That Could Have Ruined The Wo...

6 Most Dangerous Megalodon Enemies Ever Existed

8 Unexplained And Mysterious Places That Scientist...
Elon Musk on Nikola Tesla – What He Said May Shock...
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Sports Star Relationships With Uncomfortable Age G...
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Craziest NBA Sequences of All Time (2017) [MUST WA...

Best "Big Guy" Moments in US Sports History
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NBA Funny Moments & Bloopers of All Time - Vol. 2
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IMPOSSIBLE ODDS COMPILATION!!!
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Greatest Redemption Moments in Sports History (Par...
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FUNNIEST TRUMP CAN'T WIN COMPILATION

Craziest Plays In College Football History

Figure 4.8: Gephi visualisation with manual layout of main nodes (cropped).
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Figure 4.9: Neo4j Browser visualisation, manual layout by dragging nodes on the canvas.



4.3.3 Traces

The Research Through Design conference (RTD) combines research and
practice in a unique format where papers are presented alongside artefacts.
It encourages experimental approaches while also adhering to a rigorous
academic peer-review process. The conference provided an opportunity to
further develop the Arc-choice project, and to bring the ongoing
collaboration with theorist Betti Marenko (first articulated in Marenko and
Benque, 2018) to bear on my early set of experiments. Looking at the
specific case of YouTube, and at my preliminary work visualising
recommendations, focused our discussion and allowed us to examine and
critique both algorithmic prediction and my work in diagrammatic terms.
In effect, the visualisations I had produced were not the ‘speculative
diagrams’ we had been discussing. They were embedded in a positivist
ontology of representation. I developed the practice work in response to
our conversations. This involved producing visualisations much more
deliberately through a purpose-built program. In the next section, 4.4, I
turn to discussing how this shift was informed by our collaborative research
process, and in turn contributed to our distinctions between types of
tracings and traces. I first conclude this section by describing these
visualisations from a practical and technical standpoint.

The traces visualisations were built with D3.js to display the output of the
the simple digger probe, namely “strings” of videos that were
recommended and clicked in a sequence. Following my experiments in
Neo4j browser [fig.4.9] I used a grid based layout to display the sequence of
recommendations.This was to “activate” the space of the diagram, bringing
focus to the relations between recommended videos and to their meta-data;
title, channel, number of views. The system was used to produce vector
based images for our paper, displaying around 15 videos on an A4 page.
[fig.4.10]

For the exhibition setting, I developed this system to display much larger
data-sets—up to a few thousand videos—as animated sequences. This used
a similar layout to display the more recent videos in the probe’s trajectory
while previous steps gradually faded away. This was initially programmed
as a live installation, with the data collection and visualisation happening
simultaneously. However due to the technical constraints of the exhibition
setting (ie. running the memory intensive program from a Raspberry Pi
computer), I added the ability to “play back” the data collected and saved
as CSV files. The installation displayed a counter to indicate the progress
and total number of videos in the data-set [fig.4.12].
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Figure 4.10: Output of the print version of the trace visualisation.
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Figure 4.11: Example frame from traces animation.
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Figure 4.12: Animation frames as presented at Research Through Design note the
counter of steps also indicates the number of videos in the pre-recorded session, in this
case: 13,742.



4.4 Discussion

I now turn to discussing the Arc-choice research project through my
research questions (RQ, RQ1, RQ2) and discussion criteria. I reflect on the
language of diagrams as a mode of reading the logics of entrapment at play
in YouTube recommendations. Here the movements of the research are
informed by algorithmic outputs, as collected by the probing instruments I
have described. The notion of trace, central to the control diagram of
YouTube, affords a critical pivot that challenges the of knowledge
production at play in the study of algorithmic systems.

4.4.1 Enclosed and hosted

The minute, granular nature of traces—the interaction-log data that
recommendation systems rely on to make their predictions—stretches the
very definition of my research focus. Are traces diagrams? Like other data,
they are put in relation with each other as part of the operations of
algorithmic prediction and as such can be considered, at the very least, a
kind of substrate on which diagrams proliferate. In response to RQ1, my
focus with Arc-choice was to find ways of probing these relations, to bring
them into focus through a deliberate use of visualisation instruments.
Moving away from off-the-shelf tools and their built-in assumptions meant
adopting a much more considered approach to the aesthetic representation
of data, what Goatley (2019) calls ‘critical data aesthetics.’ This research
provides a way to think through practice (Frayling, 1993) about the
problematic nature of algorithmic recommendations, and the claims made
with data-visualisation. I arrived at some outcomes that encourage a
contemplative mode of interrogating each relation as it comes into view,
instead of promising to “pry open” or “reveal” the workings of algorithmic
prediction.

Our focus on traces emerged out the development of the research after the
EHSM exhibition, in part addressing my own doubts about the work, and
in part through the peer-review process of the RTD conference. One peer
reviewer in particular—among otherwise positive comments on our initial
submission—summarised these concerns and urged us to move from a
totalising view to a more specific one. Reviewer 1 fed back the following:

I challenge the authors to pull out 1 single compelling path of
content, so I can map this global diagrammatic contouring,
with what actually matters to ME, the USER; [reviewer 1]
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The trace provided a common language between research and practice,
specifically in the case of my collaboration with Betti Marenko, between
theorist and practitioner (RQ1). The development of the practice work was
driven by, and in turn informed, our theoretical position. With each of us
coming from one side of a theory/practice divide, we used diagrammatic
language to grapple with crucial distinctions between traces, tracings,
maps, and mapping. While at risk of being lost in subtle word-plays, the
delineations between these terms focused our conversations and the
practice of programming the visualisations. One the one hand
data-visualisation relies on tracing, a logic of reproduction that claims a
likeness to the objects it describes (Drucker, 2014a, see also section 2.2.2).
This is exemplified in the work of Chaslot (2016) and its coverage (Lewis
and McCormick, 2018), where YouTube is said to be made transparent.
This logic can be extended to the recommendation system itself. Here the
assumption is that traces accurately describe users and their preferences,
while they in fact capture them into diagrammatic constructions that
produce identities rather than cater to them. On the other hand, our
critical position was informed by the Deleuzian13 injunction to ‘make a
map, not a tracing’ (Deleuze and Guattari, 1987, 12), that is to explore
more speculative and contingent modes of knowing about algorithmic
prediction, ones that didn’t stay “trapped” in its positivist logics. This
eventually resulted in a shift in our use of the word traces that I cover in
the next section.

If recommender systems can be characterised as traps (Seaver, 2018), then
perhaps this work is best seen as a way to probe the movements and
mechanisms (RQ1) that this entrapment entails. I have pointed to the
limitations and tentative nature of my probe design in section 4.3.1, in this
light they can perhaps be compared to the practice of dye tracing, where a
coloured agent is released in a river to analyse its flows. My probes,
however random and limited,14 were released in the capture apparatus of
YouTube recommendations in the hope of highlighting some of their
mechanisms, and to provide a way of reflecting on them through practice.
They effectively produce the spectacle of watching a simple automated
agent get endlessly trapped in the recommendation apparatus. The
animated version of the piece was in this regard the most accomplished, as
it displays a potentially infinite sequence of recommendations. This is in
my view the most accomplished version of the work in terms of relating

13The Deleuzian influence on our work came from Betti Marenko’s side, she has a
long involvement with this line of thinking and “wrote the book” on its intersection with
design (see Marenko, 2015).
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research and practice, as it had more time to mature in the three months
between the print deadline for our paper and the exhibition at the RTD
conference. As I have outlined in my Methods, my criteria for
“accomplishment” here is in terms of trajectory, or distance travelled,
between the initial set of visualisations and the focus on individual traces.
This focus was enhanced by the time-based nature of the medium, allowing
for very long traces to be displayed in a way that linked back to notions of
entrapment.

As my probes move within an algorithmic trap, they echo the hopeful and
constructive side of the argument made by Seaver (2018). Simply rejecting
or refusing these traps is actually quite limited, if possible at all. It relies
on a polarity between capture and freedom that does not question the
‘behaviorist common sense’ (14) at the core of these systems, and focuses
instead on somehow correcting the business models of massive
corporations, or on putting the burden back on users—for example through
apps that monitor and ration “screen time.” Instead, what Seaver points to
is the possibility of existing—or for my purposes here of critically and
creatively practising—from within traps. This is not an abdication but
rather a recognition of the generative potential of traps. If algorithmic
prediction can be seen, in this instance, as a diagrammatic trap made up of
relations between traces, then like any other diagram it oscillates between
pinning down and opening up (Leeb, 2017). In Seaver’s words this
translates into an oscillation between enclosing and hosting.

To be caught at this speed is not to be dead, rather it is to be
enclosed, known, and subject to manipulation. In other
theoretical registers, this is akin to Deleuze’s “control”(1992;
Cheney-Lippold 2011) or Foucault’s “governmentality” (1991);
styles of enclosure that are no less sinister for being less than
absolute. But to be caught at this speed is also to be
hosted—to be provided with conditions for existence that
facilitate activity while constraining it (Swancutt 2012; Derrida
2000). (Seaver, 2018, 15)

Relating back to RQ1, the movements of my research and practice are at
once constrained by the algorithmic system and facilitated by it as the
environment and material for this work to exist in the first place. While
the project does not “reveal” anything about the YouTube
recommendation algorithm, Arc-choice is about examining the possibilities

14Especially simple digger.py that was the main source of data for the developments
on traces.
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for research and practice from within traps. Betti Marenko and I
articulated this reclaiming around a shift in the definition of traces, which I
explain further in the next section.

The question to ask of traps may not be how to escape from
them, but rather how to recapture them and turn them to new
ends in the service of new worlds. (Seaver, 2018, 16)

4.4.2 Traces as conjectural knowledge

The key shift between the work I presented at the EHSM exhibition and
the paper and corollary animations Betti Marenko and I presented at the
RTD conference is contained in the reading of the word traces. Specifically,
in relation to RQ2, we were attentive to the mode of knowledge production
by which traces are mobilised. As I have discussed above in section 4.2.1,
trace data form the loci of a control diagram that entraps users to
maximise their “watch time.” This is grounded in a positivist imaginary of
data that considers traces as objective and neutral representations of users,
meanwhile it produces categories and promotes extreme viewpoints.

We borrowed another meaning for traces from historian Carlo Ginzburg
(1980). For Ginzburg, the interpretation of traces is part of a conjectural
model of knowledge, rooted in ‘the tracking skills of the first hunters, as
much as in Mesopotamian divination’ (13). This is the kind of knowledge
production that hunters perform when they ‘reconstruct the appearance of
an animal they have never seen’ (22) from interpreting the traces left
behind. The interpretation of clues is central to the modern scientific
paradigm, mobilised to enforce state control (recognising individuals
through facial features and later fingerprints), and colonial power (27).
Ginzburg points to conjecture as an overlooked and not easily formalised
mode of knowing from clues, rooted in the senses and still universally used.
This form of ‘low intuition’—by comparison to the ‘high intuition’ of
superior knowledge—relies on an ‘elastic rigour’ (28) that evade a purely
rational and quantitive gaze: hunches, whiffs, and glances.

In this light, Arc-choice is an example of conjectural knowledge applied to
digital media. It generates traces as clues, allowing for images of an elusive
recommendation system to emerge. It focuses these conjectures on the
relations between videos, where the recommendations operate. Prompting
the viewer to make a speculative guess, an ellipsis, to fill in the gaps as
each new step comes into view. With this our collaboration made a wider
point, to encourage more qualitative and situated modes of knowing with
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data, in contrast with algorithmic prediction itself, but also with critical
positions that make claims to total or objective transparency—which is to
say, that stay within the bounds of the positivist data-imaginary. We
pointed to the ways in which data visualisations often smuggle in a
positivist ontology, even to research that aims to be critical of its negative
side effects. To counter this we proposed that computational tools such as
data, visualisations, and algorithms could be re-purposed towards more
conjectural modes of knowing.

The very process of my collaboration with Betti Marenko on Arc-choice
relates to RQ2, and to the notion of Speculative/abductive practice. While
we started from tentative hunches and intentions, these were reified
through the peer-review process of the RTD conference. This echoed the
call by computer scientist Simon Peyton Jones—as he was addressing my
cohort of doctoral students at the Microsoft Research PhD Summer School
(2016)—to treat academic papers as a ‘primary mechanism for doing
research, not just reporting on it afterwards’ (Peyton Jones, 2016). His
injunction was to start writing first, then conduct the research [see fig
4.13].

Your Idea Write Paper Do Research

Figure 4.13: The paper as primary mechanism for research, redrawn from Peyton Jones
(2016).

Betti Marenko and I did not exactly follow this method—our process was
more loosely structured and pushed forward by the successive deadlines of
the peer review process—our collaborative paper can be considered a
‘mechanism for doing research’ (ibid.). We started with two elements 1)
the broad position we had established as the aim of our collaboration
between theory and practice: reclaiming algorithmic prediction through
speculative diagrams (Marenko and Benque, 2018) and 2) my set of
visualisation experiments produced for the EHSM show. We submitted
these as an abstract to RTD in a speculative manner. We did not know
how we were going to resolve them together. Through the stages of our
paper’s review we meshed these two strands together to produce something
new. We took the work on Arc-choice as a an opportunity to anchor what
was a very tentative set of ideas, applying them to a specific context
namely the predictions on YouTube. The RTD reviewers pushed us to
confront the gap between our inital argument—centred around diagrams as
a way to reclaim the capture apparatus of algorithmic
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governmentality—and our practice-based artefacts that were effectively, at
that point, indistinguishable from the problematic “transparency ideal”
visualisations I discussed in section 4.2.3.

While our framing was critical of the positivist ontology of data
visualisation, we did not effectively discuss or demonstrate an alternative
mode of knowledge production. As I have discussed in section 4.3.2, I
already had doubts of my own after the EHSM exhibition, but the review
process confirmed these and compelled us to act on them. Their input
informed our research, moving us closer to the diagrams of capture we were
claiming to unpack. It was also reflected on the practice side, prompting
me to use data visualisation in a much more deliberate way as discussed in
section 4.3.3.

4.4.3 Publishing and broadcasting traces

Arc-choice has functioned as a publication in an obvious sense, it was
peer-reviewed and published as part of the RTD proceedings. The
generative review process I described in section 4.4.2 made this a positive
research experience, and the open-access publication may provide avenues
for future collaborations and developments. Similar to Rieder et al. (2018),
our research contribution is more on a methodological level than any
particular findings. We did not discover a single trace with particular value
but rather presented a system to generate and display traces. We used this
to make a broader point about the importance of restoring conjecture as
part of critical/creative practice oriented work that aims to interrogate
algorithmic systems.

As I have mentioned above in section 4.4.1, the animated, screen-based
version of the work was in my view the most successful at displaying the
traces we were talking about, and at encouraging the contemplative stance
that would prompt conjectures to be made. This could not be included in
the published paper, first because it was developed after the camera ready
version was sent to print (nearly three months before the conference), and
second because of the constraints of the pdf format. However, in its
exhibited form the project led to some novel ways of publishing data
visualisations, between a website and an animation. As the data was being
collected from the probe (or replayed in the case of logged traces) I made
use of the auto-refresh functionality in the browser to animate the piece by
only changing a very lightweight file.15 This allowed me to avoid any video

152.1 kilobytes.
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media where the frames would have to be saved as images and relied
instead on web technologies. This led to experiments in “streaming” data
visualisations using the DAT protocol and Beaker, an experimental
peer-to-peer web browser (Frazee et al.). I used these tools to stream our
RTD installation—admittedly to a niche audience, if existent at all—with
promising results from a practice standpoint. This contributes a novel form
of data visualisation publishing that should be explored in further work.
This use of peer-to-peer networks means the mode of publication is
consistent with my research focus, effectively weaving a diagram of
connections that piggybacks on internet infrastructure while avoiding the
“traps” of the big platforms.16

4.5 Conclusion

In this chapter I have presented work on the project Architectures of
Choice Vol.1: YouTube, a mapping of algorithmic recommendations on the
YouTube platform. I used this work to reflect on traces as the data points
between which the diagrams of algorithmic prediction are formed. I
described the “funnel” of YouTube recommendations as an example of such
a diagram—described by its engineers as a distiller of personalised content,
or seen as a trap using the work of Seaver (2018) (RQ1). I reflected on the
ways these traps exemplify control diagrams, producing categories of users
and prescribing identities rather than predicting them. I discussed the
delineations between traces and tracings, and how these formed a terrain
for research between theory and practice through my collaboration with
Betti Marenko (RQ1). This practice moves within algorithmic traps, being
at once constrained and aiming to reclaim the capture apparatus, to open
opportunities for contemplation and speculation. The notion of traces was
key to this reclaiming, as we rejected its meaning as objective data points
that implicitly reflect user’s preferences, and considered its use by hunters
and diviners in a conjectural mode of knowledge production (Ginzburg,
1980). I argued that this mode of knowing is more conducive to a critique
of algorithmic prediction through creative practice than claims to “reveal”
its working or to render it “transparent” (RQ2). Not only are these claims
impossible to realise but they are based on the very same epistemological
premises as the systems they aim to scrutinise. Finally I described how we
published traces, both in a static form in a research paper, and as

16My knowledge of the intricacies of the DAT protocol, for example the exact way in
which it uses network infrastructure, is limited, for more details see Dat Foundation.
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animations showing our probes getting endlessly trapped in the algorithmic
recommendation system.

This chapter describes my second contribution to knowledge in this
research, the production of traces as a tentative and conjectural activity
that probes algorithmic prediction systems on their terms—that is
programatically—but from the outside. In other words, producing traces is
a way to engage with prediction as ‘media observed’ (Blegvad). In practice
this translates into a series of automated probes and visualisation work
aimed towards the production of traces, and their display through
purpose-built software tools. These also produced novel modes of
animating data visualisation using very lightweight means, and of
broadcasting them over a peer to peer network.

Producing traces, in my case, means moving up close towards algorithmic
prediction, to examine its outputs with computational probes. In the next
chapter I move one step closer yet, into the operations of algorithmic
prediction as I actually produce predictions and examine the diagrammatic
forms and “tricks” involved in the process. I use this to reflect further on
conjectural knowledge production as I read this process as a form of
divination.
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Please see appendix E for the practice submission related to this chapter,
including: code repository, website, and other supporting material.
The Monistic Almanac is online at: https://almanac.computer/

Chapter 5

Chicanes

5.1 Introduction

‘To be rational is to think in ratios, like the ratios that govern the
geometry of the stars’ (Levinovitz, 2016). The American religion professor
Alan Jay Levinovitz questions the authority of economics and argues that
the discipline is a modern version of astrology. His concerns are
particularly resonant in an era saturated with data, and therefore with
opportunities to find and interpret ratios between them. The point is also
relevant as the study of cosmic movements have informed the development
of mathematical techniques such as least squares regression, now one of the
basic building blocks of algorithmic rationality.1

In this chapter, I examine how data and cosmic ratios have been used and
legitimised for algorithmic prediction. I do this by excavating a particular
type of publication, the almanac, and by using it as a site for creative
practice. While the previous chapters remembered and observed
algorithmic prediction, I move here to imagining a new media form
(Huhtamo and Parikka, 2011). First, I reconstruct the almanac as a
cultural site spanning different types and times of publication, and
characterise its cosmic imaginary of data and prediction. I then take this
as the basis for creative practice as I design my own version of the

1Least squares regression was discovered at the turn of the 19th century by Carl
Friedrich Gauss, as he was calculating the orbit of the Ceres asteroid (Gigerenzer et al.,
1990, 80—81, see also Forbes, 1971). I encountered it in practice as part of the machine
learning course by Malone and Thrun (2015).
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almanac. After mapping prediction from the outside (Chapter 3), probing
its output (Chapter 4), I now move to the inside and produce predictions.
I discuss The Monistic Almanac, a project that revisits almanac
publications as a prototype of contemporary data analytics. It consists of a
series of predictive widgets that combine the tools of data science with
divinatory rationalities. This project was self-initiated as part of this
research. It is published online, presented through talks (Anticipation2017,
Fiber Festival, City of London tour), exhibitions (Everything Happens So
Much [fig. 5.1], Supra Systems Office Rites [fig. E.1]), and writing
(Benqué, 2018a, forthcoming).

I borrow my last diagram in this thesis, the chicane, from divination
studies (Cornelius, 2016), and from its use by Ramey (2016) as a way to
examine the politics of our mediated relationship with chance. I start by
positioning almanacs as early prototypes for algorithmic prediction as we
know it today. They pre-figured not only some of the ways predictions are
produced and published today but a cultural space, a topos, that
complicates the dividing lines along which the legitimacy of predictions is
drawn. I then move to my practice of building The Monistic Almanac, an
automated daily publication of predictions for the year ahead. I situate
this work within a broader set of art and design projects that examine the
entanglements between computation and divination before detailing some
of the tools and predictive widgets that comprise my almanac. I then
discuss the work using the chicane to describe the sharp turns, or “tricks”
involved in the production of predictions. I discuss chicanes as key to
examining the politics of prediction.
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Figure 5.1: Detail of The Monistic Almanac as exhibted at the Everything Happens So
Much exhibition (Sep. 2018). Showing the Raspberry Pi computer (right) and a printed
publication (left).
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5.2 The almanac as a prototype for

divinatory data analytics

In this section I establish the background for The Monistic Almanac. I
describe almanac publications as precursors to algorithmic prediction as it
exists today. As such, the almanac affords a unique perspective on the data
imaginary of prediction, one that considers data and algorithms as
entangled with cosmic forces.

5.2.1 A cosmic imaginary

In Chapter 3, I introduced the notion of topos as a way of following the
continuities, turns, and ruptures in the genealogy of prediction. In this
chapter, I focus on one topos which is the almanac, as it materialises a
broader cosmic imaginary of algorithmic prediction; observing the starts to
predict events on earth. Almanacs are practical guides to the year ahead
published since at least the seventeenth century2 in areas such as farming,
nautical navigation, and finance. Technology and politics writer Adrienne
LaFrance (2015) frames The Old Farmer’s Almanac, published since 1792,
as a ‘precursor to the information age’, an early prototype for
smart-phones with “apps” such as weather forecasts, calendars, navigation,
and so on. This parallel is not only about the practical character of the
almanac as ‘a handheld, portable device’ providing predictions for daily
life, but about a ‘cultural space’ around the authority and legitimacy of
data. One defining characteristic of this space is that it relates cosmic
movements with daily events on earth. The almanac as a peculiar
publication materialises a cosmic imaginary of data, ‘prophetic’ like the
‘data imaginary’ analysed by Beer (2019), but using data from the moon,
stars and planets. This relationship is either direct, through recorded
observations, or indirect through the borrowing of statistical techniques
used in astronomy.

The almanac is a product of enlightenment ideals, a mechanistic view of
‘the universe as machine: Once you get the operating instructions, you can
tell the future.’3 Breakthroughs such as the predicted return of comet
Halley in 1759 (Broughton, 1985), an early prowess of computing (as

2Almanacs or their equivalent have been used for millennia in cultures across the
world. In this chapter I focus on almanacs as mass-produced publications in the US and
Europe as part of the history of statistics and prediction in the western world.

3Tim Clark, executive editor of The Old Farmer’s Almanac, interviewed in The New
Yorker in 1988. Cited in LaFrance (2015).
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labour performed by human workers) and Newtonian physics, reinforced
the sense of an underlying order to the world. Almanacs packaged this
cosmic certainty and delivered it to populations such as farmers whose
livelihoods were tied to the whims of the weather. This was not limited to
the natural world. As I have discussed in section 3.2.3 statistical
breakthroughs in astronomy were then transposed to society by astronomer
Adolphe Quetelet, and served as the foundation for social physics that
inform data imaginaries to this day. The sense that cosmic order must be
reflected in human societies is grounded in a stance Barnes and Wilson
(2014) call monism, ‘the idea that there is only one set of principles that
applies to the explanation of both natural and social worlds.’ These
universal laws of motions were derived diagrammatically from observed
data. As orbit curves were made smooth and predictable, it was expected
that the same statistical techniques would provide insights on anything,
including human populations. While Hacking (1990, 106) calls this
transposition by Quetelet blatant ‘jumping to conclusions,’ he also
highlights the lasting influence of these ideas, as demonstrated for example
by the lasting legacy of social physics.

Almanacs and their cosmic imaginary were also part of the legitimation of
speculative finance. This time not through curves but the tables of data
practices such as double-entry book- keeping, originating in astronomy and
transferred to business ‘it may be described as the first cosmos built up on
the basis of mechanistic thought’ (Sombart cited in Ashworth, 1994, 410).
An example of these entanglements is the figure of Edmond Halley who
gave his name to the famous comet but also authored the first mortality
table for use in life insurance. In nineteenth-century Britain the ‘business
astronomers’ used scientific techniques of data management to give finance
the veneer of scientific rigour (Ashworth, 1994). Figures such as Francis
Baily, John Herschel, and Charles Babbage ‘set about putting speculation
on the same footing as astronomy’ (416) by applying the same data
management rigour to their practice of both science and finance. They
established their ‘accountant’s view of the world’ (409) partly through their
takeover—as the Astronomical Society—of the Nautical Almanac as a
showcase for the importance, efficiency, and accuracy of their calculations
(430). The production of astronomical tables and almanacs was also the
stage for the development of computing as a form labour, so that by the
time of comet Halley’s return in 1835 the computing rooms resembled
factories (Grier, 2007, ch.3).

The cosmic imaginary of almanacs ties prediction, data, and computing
with geometries from the cosmos. Monism and the “accountant’s view of
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Figure 5.2: Annuaire pour l’an 1875 (Bureau des longitudes, 1875) showing tables for
interest on loans (left), and positions of planets (right).
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the world” can be seen literally in the pages of almanacs, for example with
tables for unit conversions, or with the positions of planets and interest
rates for loans using similar table layouts and visual language [fig. 5.2].
The modern almanac materialises a shift where considerable resources were
put towards the observation of diagrams in the sky, their recording and
ordering as data, and their transposition to legitimise financial speculations
and social ideals. The legacy of these efforts endures, and is taken for
granted, in the current imaginaries of data. However, remembering the
cosmic aspect of our relationship with data is also a form of rupture. The
cosmic imaginary of almanacs bypasses the separation of predictive
techniques along lines of scientific rationality and validity to place
algorithmic prediction in a space shared with other predictive geometries
such as astrology.

5.2.2 Data for divination

The cosmic imaginary of almanacs is not only about establishing
astronomical data and associated techniques as scientific sources of
predictions. This imaginary spans a multiplicity of scientific theories,
traditions, and folklores. The Old Farmer’s Almanac calendar [fig.5.3]
shows the visual vernacular of the cosmic imaginary, combining data from
lunar cycles, tides, weather, biblical events, astrology, with americana,
proverbs, and customs. This mix, alongside the other sections of the
almanac which might offer recipes, gardening tips, and other trivia, is
‘downright internetty ’ according to LaFrance (2015) when seen from our
current cultural moment. Like the internet, the almanac is a ‘happy grab
bag of marginalia’ (Macgregor, 1997). Zooming out from single almanac
publications we see the genre as a whole, ranging from nautical almanacs
at the scientific end, to The Old Farmer’s Almanac, and Old Moore’s
Almanack at the tabloid end of the spectrum.

Almanacs are part of the foundations of the authority of data and
computing, what later became algorithmic prediction as we know it. They
show these foundations as part of a bigger set of practices, multiple ways of
relating cosmic movements to events on earth. Algorithmic prediction is
shown in its construction, having more in common with astrology and folk
theories than might be acknowledged today. Forms of prediction and
speculation that have since been de-legitimised, such as astrology and
gambling,4 continue to thrive in almanacs, as illustrated by the Old
Moore’s Almanack predictions of lottery numbers by astrological sign
[fig.5.4]. The tone of almanacs also suggests that, unlike the big promises
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Figure 5.3: Old Farmer’s Almanac calendar (Thomas, 1976). (redacted)
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Figure 5.4: Euro Million Astro Indicator (Old Moore’s Almanack, 2017, 78). (redacted)
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of the “Big Data” imaginary, they do not take themselves too seriously. A
2017 issue of The Old Farmer’s Almanac bills itself as ‘useful with a
pleasant degree of humour’ while another cover, from 1847, advertises ‘new,
useful, and entertaining matter.’ (Thomas, 1847). These tag-lines seem to
suggest that all predictions in almanacs, however scientific or useful, should
be taken with a grain of salt. My point here is not to dismiss the validity
of almanacs, but to put its various modes of producing predictions, ranging
from astrology to data-science, on par with each other as modes of ‘ask[ing]
a more-than-human intelligence for guidance’ (Curry, 2016), that is, as
divination.

Viewing almanacs as collections of divinatory techniques helps to see past
the differentiation along the lines of scientific legitimacy—i.e. considering
which methods of prediction are still considered valid today, and which are
dismissed—and to think of them as modes of querying the cosmos for
predictive diagrams. This transfer from the stars to earth is never a
straight line, it involves a defining characteristic of divination: the chicane.
Whether they are angles and aspects in astrology, smooth curves in
social-science, or tables in finance, cosmic data always go through a
chicane, a ‘trick or subterfuge’ (Ramey, 2016, 65) to be turned into
predictions. Chicanes are sharp double-bends in roads or race-tracks. They
are also, according to Cornelius (2016), a ‘defining characteristic of
divination’ [114], a ‘play of semblances’ through which divinatory practice
produces its outcome (predictions, but also healing, or other effects). This
is not always a ‘trick’ of the diviner on the client, pretending that an effect
is real or that an interpretation is true, but a mutual performance between
the two5. While the prediction may ‘feel true or ring true’, it is not
absolute. ‘The client does not have to agree, ever, that the diviner knows
the unknown perfectly (or has channelled it appropriately)’ (Ramey, 2016,
66). The chicane as ‘double thinking’ means that the symbols and
metaphors used in divination have a wide range of interpretations, and
that even mutually exclusive readings can be entertained at the same
time (66).

4The study of games of chance was instrumental in the development of probability
theory. However, considerable efforts were made to legitimise scientific and financial
probability, and to separate them from the field of gambling, seen as immoral. see for
example Cronon (1991) or Gigerenzer et al. (1990, 268).

5Cornelius describes the interaction between Azande witch-doctors (as notoriously
studied by anthropologist Evans-Pritchard) and their patient as an example of chi-
cane: ‘The chicane is the symbolic instantiation of the cure in the physical removal of
hte witchcraft object. The witch-doctor “knows” this even if he does not use our words.
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One example of chicane at play is the method used by the Old Farmer’s
Almanac to produce its famously long-term weather predictions. Since its
inception, the publication has linked sun-spot activity to weather patterns
on earth (Boekmann, 2019). This method, based on 11 year solar cycles, is
used to produce maps that indicate broad weather trends for a season or a
year. It has survived through the history of climate modelling and
alongside much more sophisticated forecasting techniques used by
meteorological agencies.6 Part of their success, LaFrance (2015) argues, is
due to the fact that the maps only ‘had to be right some of the time.’ The
single map for the year is open enough to interpretation to ‘ring true’ to
the farmer, and to be read as accurate. This interpretive process allows for
‘double thinking’ as any weather and its opposite are easily accommodated
under a single icon representing the “trend” for the year. The prediction is
therefore as much produced by the map itself than by the farmer who
verifies it through their lived experience.

Sun-spot theories have also been used to justify
climate-denialism—including in the very pages of the Farmer’s Almanac
(Berman, 2019)—arguing that the current solar cycle indicates we are
actually about to enter a ‘new ice-age’ (Landscheidt, 2003). This
demonstrates that chicanes are not neutral, or always “sincere.” I will
come back to this in section 5.4, for now I turn to locating the almanac,
and its cosmic imaginary, in the contemporary media landscape.

5.2.3 Almanacs in the petabyte age

Today the almanac and elements of the cosmic imaginary are alive and
well, diluted in the current regime of algorithmic prediction. The
“accountant’s view of the world” has been amplified dramatically to the
point of ‘actuarial saturation’ (Adams et al., 2009). Monism is taken for
granted, as seen for example in the long relationship between physics and
Wall Street (Weatherall, 2013), and in the high numbers of physics PhDs
in the field of data-science. As astronomy and genomics battle for the title
of “big(gest) data,” (Stephens et al., 2015) the genome has replaced the
horoscope: ‘We used to think that our fate was in the stars. Now we know
that, in large measure, our fate is in our genes.’ (James Watson quoted in
Davis, 1998, 157). Chicanes are still present, in the form of computer code.

But know does the patient “know” about this sleight of hand? It is not necessary for
patients to be naive or credulous, even if they often are.’ (Cornelius, 2016, 126).

6Lafrance discusses this with Paul Edwards, author of extensive work on the history
of climate models and weather prediction (Edwards, 2010).
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Figure 5.5: Old Moore’s Almanac homepage (Old Moore’s Almanac). (redacted)

These highly sophisticated computational intermediaries may hold some
power of their own as ‘society has become utterly enthralled by the idea of
the code’ (327), giving rise to new entanglements between computation,
cybernetics, and the cosmic (Calheiros, 2012; Gauquelin, 1967;
Landscheidt, 1973).

Almanacs are still being published, including The Old Farmer’s Almanac,
Old Moore’s Almanack, and many others. Some are available online, such
as the Farmer’s Almanac and its ‘daily calendar’ [fig.5.6], or Old Moore’s
Almanac [fig.5.5].7 Their endurance in a modern era testifies to the
persistence of divination, suggesting that ‘even a putatively modern,
secular, and rationalist culture does not and cannot survive without some
form of divination’ (Ramey, 2016, 52). Astrology has done especially well
on this front, as it successfully adapted to consumer capitalist society
(Willis and Curry, 2004, 51), morphing with the times and integrating new
scientific methods8 and aesthetics [fig.5.6]. Although they use
contemporary modes of distribution, and keep abreast of the ‘latest

7This is the Irish Old Moore’s Almanac, not to be confused with the British Old
Moore’s Almanack cited earlier.
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technological trends’ [farmer’s almanac 2017], almanacs do seem like quaint
relics in the current media landscape. They don’t hold the comparison
with the vast infrastructures and networks currently deployed for storing
data and computing predictions. But there is more to the continuation of
the cosmic imaginary. I argue that this persists in a variety of other ways,
still connected to the ‘cultural space’ of almanacs but fragmented across a
wide range of digital media and services.

The navigational aspect of the almanac survives through an obvious
lineage with GPS and map apps, now enhanced with predicted routes and
“Estimated Times of Arrival.” It also endures in the ubiquitous form of the
data dashboard, used to manage anything from businesses to cities and
countries, channeling mechanical metaphors in a wide range of settings,
promising a governance where one ‘fl[ies] by instrument’ (Mattern, 2015).
Finance also has its almanacs, with feeds such as the Bloomberg Terminal,
or multi-screen desktop rigs relaying high-frequency trading signals. The
art of technical analysis (Murphy, 1999; Archer and Bickford, 2007), the
reading of angles, ratios, and alignments in financial charts, is a form of
financial astrology popular with traders on crypto-currency markets where
high volatility produces a lot of patterns.

In a striking evolution of the almanac’s cosmic imaginary, astrology merges
with “A.I.” in the Co—Star Astrology iPhone app (Co – Star Astrology).
The search for meaning beyond ‘technorationalism’ is combined with the
promises of the data imaginary to ‘reveal’ hidden insights in ‘real time’;
this astrology is ‘Powered by NASA and generated with AI.’ [fig.5.7]. This
astrology-as-a-service approach claims to sidestep hyper-rationality and
modern life anxieties, while relying on the very technologies that underpin
them. The imaginary promoted by Co—Star is a new twist on the data
imaginary, where a proprietary software black box combines personal
information with cosmic data to produce an almanac of sorts, a new blend
of scientific validity and mystical appeal. In another re-purposing of
astrological lore at the service of platform capitalism, Amazon provides
horoscopes to its Prime members with recommendations for its products
[fig.5.8]. More genuine expressions of astrological practice in the connected
age are found on social media platforms such as Instagram or Reddit,
under tags such as #astrologymemes, where it is mixed with the
vernacular of meme culture.

8Examples of systematising and modernising astrology include the Gauquelin’s ef-
forts in the 1960’s (Gauquelin, 1967, discussed in Willis and Curry, 2004, 6) and others
such as Cosmic Cybernetics by Landscheidt (1973).
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Figure 5.6: Farmer’s Almanac daily calendar web page (Farmers’ Almanac). (redacted)
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Figure 5.7: Co—Star astrology iPhone app (Co – Star Astrology). (redacted)

These examples show ways in which the almanac survives, and how its
cosmic imaginary can be brought to bear on the current media landscape
of prediction. With this backdrop established I now turn to using the
almanac as a site for creative practice.

5.3 Practice

After establishing the almanac as a topos linking computation, prediction,
the cosmos, and divination, I now turn to revisiting this publication
through practice by making my own version of the almanac. I have shown
how the almanac, or some of its sections, can be seen to endure to this day
through a wide range of digital media. In this project, I bind these sections
back together, and bring this peculiar predictive artefact and its history to
bear on contemporary algorithmic prediction.

5.3.1 Computation and divination in critical practice.

As a popular culture artefact, the almanac presents an opportunity to
consider data science and divination from an aesthetic perspective. In

157



Figure 5.8: Amazon Prime horoscope (Katz, 2019). (redacted)

recent years, a number of art and design projects have explored the
interplay between data, divination, and computation. For example,
American artist Ingrid Burrington creates astrological charts for the Five
Eyes9 spy agencies (Burrington, 2014). Artist collective RYBN’s The
Golem is a computer that applies ancient kabbalistic hermeneutics to its
own processes and daemons (RYBN, 2017). RYBN are also the organisers
and facilitators of ADMXI (2015), a platform for ‘heretic, irrational and
experimental’ trading algorithms designed by artists. In a similar vein,
designer Shing Tat Chung’s Superstitious Fund trades on the stock market
according to ‘lunar cycles and numerology’ as well as an internal logic of
‘lucky and unlucky values.’ (Chung, 2012). Computational poet Allison
Parrish teaches a class at NYU’s Interactive Telecommunications Program
that interrogates forms of divination in digitally-mediated environments,
‘from the casting of lots to computer-generated randomness to the
contemporary revival of Tarot; from reading entrails to astrology to data
science.’ (Parrish, 2017). Artists Wesley Goatley and Tobias Revell’s piece
Augury references Greek and Roman divinatory practices based on
patterns found in the flight of birds. They use data from aeroplane

9Five Eyes is an alliance between the signals intelligence agencies of Australia,
Canada, New Zealand, the United Kingdom, and the United States.
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positions within a 20km radius in combination with local tweets to produce
predictions via a neural network, ‘as a parody of the contemporary
obsession with algorithmic prediction’ (Goatley and Revell, 2018).

While images/stories of magic and divination have long been leveraged to
promote the supernatural powers of computers (Stahl, 1995), these critical
approaches in art and design have a different aim. They use divination as a
reminder that despite dominant narratives of objective data-science,
technological progress, and computational powers, claims of predicting the
future are underpinned by social and political constructs. They develop
cultural languages to examine and/or critique opaque technological systems
of prediction and control. In some of the cases cited above (RYBN, Chung)
this critique is directed at predictions on financial markets, where the
“accountant’s view of the world” uses the veneer of scientific rationality to
legitimise speculative practices.

These works interrogate the relationships between data, computation,
prediction, and divination through making and creative practice. They do
this in different ways. Some invoke the lore of divinatory practice as a
parodic device (Goatley and Revell) while others create more ambiguous,
and arguably more genuine, moments of divinatory potential from
computational processes (RYBN’s Golem). Marenko and Brassett (2015)
looks at digital making as a way of foregrounding the uncertainty and
contingency inherent in computation. She focuses on the ‘glitch event’ as a
moment of opening of unexpected potentials, an ‘irruption of the
unplanned’ that sound artist Kim Cascone calls ‘Errormancy’ (Cascone,
2013). To achieve their effects, the artists cited above often re-purpose or
reconfigure computational systems to provoke such glitches, and open them
up to interpretation. Majaca and Parisi (2016) on the other hand, warn
against the fetishisation of errors as just another form of mystification.
They write:

. . . celebrating error for its own sake is a form of mystification
that can only lead to depoliticized, naive triumphalism.

In their view, celebrating the creative potential of errors is not enough. If
one is serious about reclaiming contingency and uncertainty, one should
ask instead whether these errors are ‘fatal to the system or entirely
anticipated’ (Majaca and Parisi, 2016).

Whether or not we assign divinatory potential to computational errors, the
selected art and design projects cited above all seek ways to engage with
these questions through practice. I situate my work on The Monistic
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Almanac in this field of digital making that critically interrogates
algorithmic prediction as a diagram between data, computation, and
divination. In the next section I discuss my own contribution to this field,
first by presenting the tools I employed and then the widgets that make up
my version of the almanac.

5.3.2 Almanac tooling

The practice of building The Monistic Almanac involved getting
acquainted with a range of data science tools including: data-sets and APIs
from various sources; software libraries for tasks such as: data handling,
machine learning, astronomical and astrological computations; interactive
notebooks, and code editors.

Almanac widgets produce predictions by putting data from a particular
domain (finance, the power grid, daily life) in relation with data from
cosmic bodies (planets, angles, ratios). For the former, data are drawn
from publicly available sources, many of them proprietary, such as the
Quandl API for financial data,10 the Elexon portal for UK power grid
data,11 and historical UK National Lotto Winning Numbers from unofficial
sources.12 For the later, software packages such as Skyfield (Rhodes)
provide an interface to the Lunar and planetary ephemerides from NASA’s
Jet Propulsion Laboratory (Folkner et al., 2014). These are datasets
providing positions of planets from deep in the past to deep in the future;
in the case of the DE431 ephemeris it covers years –13,200 to +17,191.
There are multiple versions of ephemeris data, each offering a different
trade-off between precision and file storage size. Flatlib for example—a
software package aimed at developers of astrology software (Ventura)—uses
the Swiss Ephemeris, a modified version of the JPL ephemeris, compressed
to reduce storage (Koch and Treindl, 2014). Negotiations between storage
size and precision comparisons down to the milli-arcsecond raise the
question of uncertainty of these highly precise data sets. Although they are
jewels of scientific achievement and sophistication, the accuracy of these
cosmic data is always uncertain and contested, as Stanley (2013) discusses
for the case of lunar eclipse data. This aspect is conveniently glossed over
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when using the software packages, as they simply make the “clean” data
available to programmers and developers.

Once acquired, data need to be “cleaned” and turned into vectors in order
for them to be used in predictive operations. A key exchange surface
between data-sets13 and vector space is the dataframe object provided by
the Pandas Python package (McKinney, 2010; McKinney). Through the
dataframe, data from earth (e.g. stock market prices) and the cosmos
(e.g. planet positions) are ‘juxtaposed’ in a ‘common space’ of vectors
(Mackenzie, 2017, 73). In other words these data are put in relation with
each other. The history of the Pandas package also highlights the
“accountant’s view of the world” coming full circle. While the business
astronomers transposed data practices from astronomy to finance and
business, Pandas originated as a tool to handle data in a hedge fund and is
now widely used in the sciences, including astronomy (Kopf, 2017).

Once data are normalised and juxtaposed into a common space, predictive
operations can begin. In The Monistic Almanac this takes various forms.
Some follow the expected pipeline of data science, fitting rudimentary
machine learning models to do the data using scikit-learn (Pedregosa et al.,
2011) (e.g. Cosmic Commodity Charts in the next section), while others
interpret the vectors and notions of distance in more idiosyncratic ways
(e.g. Crisis Proximity Index in the next section). They all use a form of
vector space as the basis for their operations.

Once predictions are produced, their results are visualised as charts, maps
and tables as part of the publication. As with the other projects discussed
in this thesis, The Monistic Almanac involved negotiations and frictions
with data visualisation software (D3.js and Python’s Matplotlib). These
frictions involved moving away from the implicit assumptions of default
settings and creating new, more deliberately designed forms. However, the
visualisations in The Monistic Almanac have an added dimension to this
exercise as they intentionally subvert the codes of data visualisations. They
are more like dramatisations of the results of predictive operations as
visualities, amplifying the meaning produced by turning a graphic

10Provided by https://www.quandl.com (accessed 19 July 2019). For example ‘Corn
Futures, Continuous Contract #10’ https://www.quandl.com/data/CHRIS/CME C10-

Corn-Futures-Continuous-Contract-10-C10
11https://www.bmreports.com/bmrs/ (accessed 19 July 2019)
12http://lottery.merseyworld.com/ and http://lottery.merseyworld.com/

Winning index.html (accessed 19 July 2019)
13e.g. “flat files” such as CSV, JSON, or as returned from an API.
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semiology (Bertin, 1967) into a semiotics of fortune telling (Aphek and
Tobin, 1990).

5.3.3 Cast of widgets

I connect the tools described in the previous section 5.3.2 to construct my
own chicanes through a layered process of 1) mapping cosmic and other
data to the same vector space 2) operating on that space to produce
predictions and 3) presenting these predictions as visualisations. I now
turn to describing these widgets and their operations.

Cosmic Commodity Charts [fig.5.9] predict prices on commodity
futures markets using the positions of the planets of the solar system.
Historical price data are used as a “target” and planet positions14 from the
JPL ephemeris as “features” to “train” a support vector regression
algorithm15. Once the statistical relationship between positions and price
established in the “fit” of the model, future planet positions from the
ephermeris are used to predict future prices. The chart displays the curve
for the year ahead and highlights the high and low prices.

Crisis Proximity Index [fig.5.10] is an astrology based on the 2008
financial crisis. The Index is based on the reference point of August 9,
2007, when BNP Paribas froze three of its investment funds, triggering the
first signs of panic among investors. Daily planet positions are compared to
this base vector, using distance as an indicator of a possible new crisis.
The fluctuation in distances are shown projected on the celestial sphere
and as a table, both colour-coded to convey a negative (red) or positive
(green) meaning respective of the distance decreasing or increasing.

Carbon Prophet [fig.5.11] uses Facebook’s Prophet (Taylor and Letham,
2017), a tool to make probabilistic forecasts with business data
(e.g. periodical sales), to predict the amount of carbon dioxide (CO2) in
the earth’s atmosphere. The data are taken from Carbondoomsday.com a
website that draws attention to the alarming shape of the Keeling Curve
that describes the steady rise of the concentration of CO2 (see Keeling
et al., 2001). The probabilistic model produces an area of confidence
around, and beyond, the training data. The graph shows this area around
the historical data, and into the future.

14Specifically their distance from the Solar System’s barycentre (centre of gravity).
15https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVR.html
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Figure 5.9: Cosmic Commodity Chart: Full Live Cattle Chart.
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Figure 5.10: Crisis Proximity Index.
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Figure 5.11: Carbon Prophet.
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Figure 5.12: Electional Astrology Calendar: When to buy a computer in Mwadui,
Tanzania.
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Electional Astrology [fig.5.12] is a type of astrology that looks forward
for the best days to plan particular tasks or events. In this widget I
translated the set of criteria for a set of tasks—for example not to plan
meetings when Mercury is retrograde (Orion, 2007)—into code that
produces calendars for a specific tasks/location pair. The criteria are first
computed individually before being aggregated into a score, grading each
day of the year ahead for the task in question. This widget was further
developed for a “live reading” setting as part of Supra Systems, Office
Rites in October 2018. In this setting the date and place of birth of
visitors was taken into account to produce personalised calendars on site at
the Victoria & Albert museum [see appendix E].

Power Grid Harmonics [fig.5.13] uses elements from financial technical
analysis to detect patterns in the UK power grid’s fluctuations. The theory
of ‘Harmonic Trading’ (Carney, 1999) is a form of technical analysis based
on Fibonacci angles and numbers, promising profits by detecting the
‘natural cycles of the market’ (10). While this does not directly rely on
cosmic data, the universal geometries of Fibonnacci numbers and their
associated “golden” ratios are, in my view, completely aligned with the
cosmic imaginary detailed in the previous section. I applied these
techniques, using an implementation in Python (PythonParseltongue,
2017), to the frequency16 of the UK power grid, suggesting some kind of
harmony or “hum” to the fluctuations of electricity.

These widgets are all hosted on a Raspberry Pi computer that produces a
new issue of The Monistic Almanac on a daily basis. Each section has a
form of variation or temporality built in: the Cosmic Commodity Chart
selects a different commodity future and a set of planets, the Electional
Astrology varies different task and location, and the Carbon Prophet
updates to the latest data.

16The frequency of the UK power grid reflects changes in supply and demand in the
market, energy providers are legally bound to keep it close to 50Hz.
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Figure 5.13: Power Grid Harmonics: Bullish Butterfly.
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5.4 Discussion

In this section, I turn back to my research questions (RQ, RQ1, RQ2) and
discussion criteria to reflect on The Monistic Almanac research project.
The excavation of almanac publications brought up divinatory imaginaries
of data and prediction, reified as diagrams between cosmic bodies and
events on earth. I re-appropriated these forms in my own version of the
almanac, playing tricks with the tools of algorithmic prediction. These
tricks, or chicanes, are key to divinatory knowledge, and key to the
legitimacy that is assigned, or not, to algorithmic prediction.

5.4.1 Sincere chicanery

In relation to RQ1, practical work on The Monistic Almanac involved
producing a large number of data-diagrams. They proliferated in the
exploratory process of constructing “cosmic” vector spaces and attempting
to perform predictive operations. The key link between practice and
research, however, was reading these experiments as chicanes that framed
algorithmic prediction as a form of divination.

I began working on this project as a result of my skepticism towards the
promises of algorithmic prediction. I took the cosmic imaginary of
almanacs, rooted in monism and the “accountant’s view of the world,” as a
creative license to put anything in relation to the cosmos through
predictive models. I wanted to push the cosmic imaginary to its absurd
extreme, in a similar vein as what Tyler Vigen’s Spurious Correlations
(2015) does with statistics as a whole, but in the more specific setting of
the almanac. The widgets described in section 5.3.3 were chicanes from the
start, in the sense that they are “tricks,”17 experiments and mis-uses of
data handling, visualisation, and machine learning tools that are neither
good data-science nor genuine astrology. This initial position was one of
satire, somewhat aligned with the ‘parody’ of divination by Goatley and
Revell (2018, see 5.3.1). However, this changed through the project, as a
more intricate diagram of relation emerged between computation,
prediction, and divination. Drawing on Ramey’s Politics of Divination and
its coverage of chicanes, I saw that my “tricks” could be more than flippant
jokes. Like The Old Farmer’s Almanac, they became ‘useful with a
pleasant degree of humor.’ This arc describes a change in my
understanding of chicanes. I moved from questioning the validity of
predictions to realising that chicanes are a central and immovable part of

17For more on the designer as trickster see Singleton (2014)
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all predictions, and that questions are better directed at their sincerity.
Ramey (2016, 66) describes this sincerity as the “honesty” of the
negotiation between diviner and client as they are both involved in the
chicane with the aim to produce a prediction that ‘ring[s] true to the
inquirer’ (ibid.).

My first impulse was to use astrology to dismiss data science, to imply that
they are equally pseudo-rational. Robin James argues this very well in her
update of The Stars Down to Earth—Adorno’s (1994) critique of the LA
Times astrology column—for the big data era (James, 2015). She argues
that forecasts, whether from astrology or data science aestheticise
‘unfashionable superstitions’ through charts and tables. Instead of
predictions, they produce conservative prescriptions, ‘only ever
reproduc[ing] society and its most conventional norms, values, and
practices.’ By bringing the stars down to earth, both data science and
astrology insist that society, like a planet, must be on a regular and stable
orbit. In James and Adorno’s arguments, the problem with predictions is
that they are produced through ‘pseudo-rationality,’ in other words
through chicanes. The very presence of this trickery invalidates both
astrology and algorithmic prediction as forms of deception. James’
compelling argument concludes with a call to ‘shoot for the stars’ instead
of bringing them down to fit a conservative view of the future. However,
she leaves a big question un-answered: how to deal with the uncertainty of
the future? If data-science and astrology are dismissed in equal measure, is
there a “true” rationality, a direct way to engage with chance that would
avoid any chicanes? This position risks circling all the way back to the
digital-positivism of the data imaginary.

One way around this dead-end is to follow Ramey’s (2016) injuction to
take divination seriously as a ‘generic, even universal dimension of human
culture’ (49). He argues that humans have had the need to ‘read chance
aloud’ [29, quoting Heimlich]—to relate to it in some way—since ancestral
times. However, these relationships to chance are always mediated, never
direct or apolitical. Chicanes are an integral part of this mediation,
perhaps even a condition for divination to be successful:

The bluff is not in the diviner who pretends to know something
that the client does not know. The client agrees that the
diviner knows something that she does not or cannot know,
otherwise than through divination. [. . . ] true divinations occur
only as true performances or, as it were, well-played games.
(Ramey, 2016, 66)
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The focus, then, moves from questioning the mere presence of chicanes to
examining their sincerity. Ramey and Cornelius argue that both diviner
and client partake in the chicane to produce predictions. The “trick” here
is not played on the client but a mutual, ritualised suspension of disbelief,
what Ramey calls ‘sincere chicanery’ (66).

The sincerity, not the existence, of chicanes is what should be interrogated
in algorithmic prediction. For Ramey the neoliberal market caters to the
ancestral need for divination, but betrays it through an insincere chicane.
By presenting itself as an objective and rational oracle, the market
obscures the chicane and presents political choices as natural and
inescapable. The ‘double thinking’ and interpretation of divination are
replaced by a one-way foreclosure of sub-optimal and unprofitable futures.
As many market predictions are algorithmic, and market logics are applied
far beyond trading stock, I argue that Ramey’s points can be extended to
algorithmic prediction more broadly. Data-positivism is also a form of
insincere chicanery, as it pretends to differentiate itself from divination and
produce objective and rational predictions.

Through building The Monistic Almanac, divination emerged as a critical
position from which to acknowledge the presence of chicanes in algorithmic
prediction, and to pin-point insincere claims that obfuscate them. The rich,
cosmic imaginary of almanacs persists but it is fragmented, and the
“accountant’s view of the world” has claimed most of the legitimacy.
Recognising the existence of chicanes may be a way towards questioning
these credentials, and restoring the multiplicity of voices we glimpse in
almanacs, including those who Isabelle Stengers calls the ‘story-tellers,
quacks, popular customs and creeds, knowledge without credential’;
(Stengers, 2011, cited in Curry, 2016, loc.252)

In summary the “abductive arc” of this project revolves around the
chicane. It is a change from considering its mere presence as grounds to
delegitimise both astrology and data-science to acknowledging that
chicanes are always present as mediators in our relationship to chance.
Reckoning with chicanes helps to reframe critiques directed at their
existence towards their sincerity, to interrogate the politics and credentials
of algorithmic prediction.

5.4.2 Stochastic Arrows

If chicanes are instrumental to the production of divinatory predictions,
another diagrammatic form is at play when they inform actions: the arrow.
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This form of vector relates to RQ2 and to conjectural knowledge.
Astrology scholar Gieseler Greenbaum (2016) discusses the stochastic
nature of astrology, not in the modern meaning of stochasticity associated
with random processes, but in the ancient Greek meaning ‘to “aim at”,
“conjecture” or “guess” ’ (174). This echoes Ginzburg (1980), discussed in
Chapter 4, and places the notion of stochasticity at the origin of both the
modern concept of science and divinatory practices, in particular astrology.
Stochasticity, for Gieseler Greenbaum, evokes the metaphor of the archer.
She uses this to discuss the relationships between goals, targets, and
aiming in astrology, a way to separate the veracity of predictions from their
effect: ‘Even if the target, the correct prediction, is not achieved, the goal,
helping the client, can still be achieved’ (181).

Taking this back to The Monistic Almanac, once chicanes have played their
“tricks” through various diagrammatic operations, the results are
“flattened” back into charts and tables. These visualities (Leese, 2016) are
designed to trigger affects and reactions, for example through the use of
colours such as green and red to denote positive or negative predictions.
Reading these as “arrows,” the fact that these predictions are likely not
accurate by any data-scientific or astrological standards does not matter.
Instead, their mere existence already produces an impulse, a direction, that
influences the reader in however small ways. One anecdote from the Supra
Systems Office Rites exhibition/performance (Oct. 2018) illustrates this.
As I was producing personalised Electional Astrology calendars, two
visitors separately asked for “when to get married” calendars. They later
came back and told me they were indeed planning to get married in the
year, and were super-imposing their calendars and holding them to the
light to find an overlap in their best dates.

This highlights the potential for the performative nature of prediction,
where regardless of the purported accuracy or objectivity of the method
involved, predicting is inescapably prescribing. This is problematic when it
is obscured behind claims of objectivity, when in fact it is used to foreclose
futures (see discussion of Ramey in section 5.4.1), as with many cases of
control diagrams. The moment I shared with the exhibition visitors points
to an oscillation towards a more generative diagram. As we all
acknowledged the chicane at play—i.e. we were all aware that the
prediction came from a program of my making that was based on an
arbitrary encoding of astrological principles—we produced a best day for
them to get married in a way that “rang true” (Ramey, 2016, 66) to both
parties.
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5.4.3 Automated publication of predictions

The practice work discussed in this chapter addresses the question of
publication in two different ways. First, and foremost, focusing on
almanacs as a way to unpack entanglements between algorithmic prediction
and divination aligns with the view of publication as a ‘site specific gesture
and critical intervention’ (Gilbert, 2016, 20). Secondly, the project also
aligns with media archaeology as it focuses on an overlooked published
artefact to challenge dominant narratives about contemporary technology.

In practical terms, The Monistic Almanac explores novel ways of
producing publications. The automated system produces a new issue every
day which contains predictions for the next 365 days—following the yearly
format of many almanacs. This process is orchestrated through a series of
scripts, one for each widget, that output data files (e.g. CSV, JSON,
GEOJSON). These are produced on the almanac.computer, a Raspberry
Pi, and published to the internet via a version control system (GIT) and
automated deployment. Each issue is a minimal and lightweight set of data
files completely separate from the code used for display.18 Issue data can be
seen by exploring the repository, and past issues can be re-published by
simply replacing the data folder current issue with the desired archived
issue.

Another publishing format was key to my work on The Monistic Almanac:
the Jupyter notebook (Pérez and Granger, 2007; Kluyver et al., 2016).
This is an interactive environment where text, images, executable code,
plots, and other outputs can all be combined for exploratory, reproducible
research19. The notebook is a staple of the data-science world and,
according to journalist Somers (2018), challenges the very foundations of
scientific publishing. It also, incidentally, reflects some of the qualities of
almanacs in its openness to multiple uses, languages, and media
assemblages. While it originated in Mathematica, software created by
Stephen Wolfram (Somers, 2018), the notebook came into its own when it
was re-appropriated as an open-source project. Somers contrasts the
centralised ‘cathedral’ approach of Wolfram with the ‘bazaar’ of
open-source (drawing from Eric Steven Raymond, 2000). This resonates
with the multiplicity of languages and rationalities I have discussed in the

1819 files and approximately 800 kilobytes per issue.
19I combined work in Jupyter notebooks with other notebook-like environments, such

as the Hydrogen plugin for the Atom code editor. This replicates the features of the
notebook (e.g. kernel and cell-based execution, inline output of data and graphs) but in
a code editor.
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almanac. While Jupyter notebooks are generally used for scientific
demonstrations, tutorials, or research, they seamlessly allowed more
experimental creative work. In The Monistic Almanac I use notebooks as a
kind of appendix to each widget, showing the data-sources, code, and
chicanes that lead to the published results [see example notebook in
appendix E].

5.5 Conclusion

In this chapter, I have discussed The Monistic Almanac, a project that
revisits almanac publications as a site to interrogate the boundaries and
entanglements between algorithmic prediction and divination. The almanac
occupies a singular cosmic imaginary where data from the stars and events
on earth are geometrically intertwined, more (e.g. astrological ratios) or
less (e.g. statistical smoothing techniques) directly. Within this ”space,” I
used the chicane as a common ground between research and practice to
interrogate the “tricks” and mediations between cosmic data and
predictions (RQ1). I implemented such tricks in practice as I programmed
my own version of the almanac, comprised of widgets that combine data
diagrams with astrological rationalities. Through these experiments, the
chicane emerged as a focus point to interrogate algorithmic prediction
critically in new ways. With the chicane acknowledged as an inescapable
mediation in the production of predictions, the question is not about
whether or not trickery exists, but about how sincere it is, in other words
to consider its politics (Ramey, 2016). This helped me move away from a
satirical position that took the mere presence of chicanes as grounds to
dismiss both astrology and data-science. Instead, I took chicanes seriously
as a diagrammatic form that relates algorithmic prediction with divination.
Another form, the arrow, connected these considerations to antique notions
of stochasticity (Gieseler Greenbaum, 2016), where the ‘aims’ and ‘goals’ of
vectors are part of a conjectural mode of knowledge production (RQ2).
These reflections were materialised through the production of an
automated almanac publication, that anchored my research in specific
entanglements between cosmic data, diagrammatic predictions, and their
visualisations.

In this chapter, I discussed my third contribution to knowledge in this
thesis, the diagrammatic form of the chicane as a way to conceptualise the
mediations performed by algorithmic prediction through the lens of
divination. Considering chicanes helps to side-step overly simplistic
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satirical positions that aim to bring algorithmic prediction “down” by
comparing it to practices such as astrology. These arguments, including my
own at the start of the Monistic Almanac project, leave the positivist ideal
of a “ground-truth” unchallenged. If chicanes—and therefore
mediation—are seen as an intrinsic part of any divinatory process, then
critical questions can shift to the more fruitful ground of their politics. In
practice this is materialised through the production of a new almanac, a
piece of ‘media imagined’ (Blegvad) that produces predictions through a
series of astrological rationalities implemented with the tools of algorithmic
prediction, and publishes them in an automated fashion.

This marks the end of the third and final practice-oriented chapter in this
thesis. In the following conclusion I turn back to my research questions
and summarise how they have been addressed in this research. I then open
up potential routes for building on this research in future work.
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Chapter 6

Conclusion and Future Work

This thesis is, by now, itself a dense diagram of citations,
(cross-)references, figures, external links, code, and so on. The table of
contents, thesis repository in Appendix B—that relates in turn to the
repositories for practice projects—and the bibliography give some views
into the diagrams of relations produced by this research. They bind the
pieces of this investigation together, and evidence how I have addressed my
primary and secondary research questions.

Main research question RQ: How can diagrams be used as a
language to critically investigate algorithmic prediction through
design practice?

From the outset, I considered diagrams as intrinsically linked to an
archaeological approach. They are a spatial and material entry point for an
investigation of algorithmic prediction that is fully compatible with the
technical literature (e.g. mechanisms of machine learning, linear algebra)
while also affording critical perspectives that unsettle the very foundations
of dominant imaginaries such as “Artificial Intelligence.” This relies, in a
large part, on an attention to historical narratives (e.g. continuations and
ruptures) and overlooked artefacts. As it excavates algorithmic prediction
as diagrammatic media, this approach makes it available for interrogation,
contestation, and re-appropriation through practice.

In chapter 2, I outlined three registers for this diagrammatic language:
data diagrams, control diagrams, and speculative diagrams. In the
subsequent three practice chapters I put this language to the test of usage,
learning to read and write it, and stretching it all the way from practical to
theoretical considerations. This process did not result in a finite
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vocabulary or grammar—that would be falling back onto claims to
universality that I have positioned myself against throughout this
work—but in a sensibility that morphed according to the specific materials
and conditions of each research project. Out of the infinity of possible
connections, I attached to particular forms, terms, and ideas that put
practice and research into generative relations with each other.

The diagrammatic language I am contributing with this research can
therefore be characterised in general terms as framed by an archaeological
approach—that is, suited to excavating the material geometries of
algorithmic prediction in order to critically examine them. As I have
evidenced, this general disposition can take a wide variety of forms in
practice as it stretches and morphs according to the specific materials and
conditions of each project.

Turning to my secondary research questions details the constraints and
possibilities that come with this diagrammatic language.

Subquestion RQ1: Through which mechanisms does
thinking/writing/designing in diagrammatic terms inform
research and practice focused on algorithmic prediction?

In this thesis, I have discussed my research in diagrammatic terms while
diagrams were also my primary material for practice. This provided a key
constraint as I drew from a wide range of literature—e.g. media
archaeology, science studies, critical algorithm studies, divination
studies—from an “outside” position in design. The language of diagrams
provided a lens to focus my research and contribution, anchoring both in a
critical practice that “speaks” in spatial and visual terms. This has
particular relevance with the subject matter of algorithmic prediction that
is itself saturated by diagrammatic forms and operations. The primary
mechanism that informs this research is therefore one of relating the
subject under investigation, the research literature, and my mode of
operation through practice.

These relations do not, however, result in a stable form. To the contrary
they have been in flux throughout this research, making diagrams an
elastic rather than solid scaffold. While diagrams focused my research, and
eventually stabilised enough to be written about, the key mechanism of
oscillation was present throughout. I have referred to one type of
oscillation between control and openness, but this is generalisable as a
feature of this language. To be useful in this approach, diagrams have to
be considered as fluctuating forms that can stretch to contain everything

178



and its opposite. This makes them, in my view, a particularly fertile
exchange surface between the intuitive nature of creative practice and the
rigour of research.

These oscillations were channelled through the movements afforded by each
of the diagrammatic forms I have discussed. These came out of relations
between research and practice, and were key to turning tentative
explorations into diagrammatic practices that could be articulated and
developed with a sense of direction, both within each project and as part of
the thesis as a whole. The case-board was used to approach the subject of
algorithmic prediction and its history, it used the structure of a
graph-database to follow the threads of topöı, “starting in the middle” and
burrowing out. The production of traces was in more direct contact with
an algorithmic system, using automated probes to move within its
entrapping logics. Finally, chicanes moved through the tricks that mediate
between data and predictions, combining ephemeris data with astrological
algorithms.

While they “move” in different ways, each of these diagrams was produced
with a similarly thorough practical involvement with computational tools.
I took code libraries, techniques, datasets, coding environments, and so on,
used in data science and algorithmic prediction and put them in
conversation with critical perspectives through the language of diagrams.
With this in mind, my contribution to knowledge is a diagrammatic
language that informs every aspect of my research, from manipulating and
visualising data with the tools of data science, to writing critically about
data practice and operations. Each of my proposed diagram types is
effectively a mode of knowledge production. With this I turn to
summarising the way I have addressed my second sub-question.

Subquestion RQ2: As algorithmic systems claim to produce
objective knowledge, how can diagrams be used as instruments
for speculative/conjectural knowledge production?

With each diagrammatic form, I have demonstrated a key feature of my
diagrammatic language: it provides alternatives to algorithmic inference as
a mode of knowledge production. In contrast to induction or deduction, I
have described an abductive process where each project departed from an
hunch or intuition that was refined and transformed through the research.

I described each of my diagrammatic form as an instrument for conjectural
knowledge production. The case-board is a site for yarnwork, the
performance of knowledge production enacted by detectives in TV series.
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It is a tool for piecing together an investigation, an arc that usually
resolves in definitive answers. In my case, the work remains suspended in
the in-between state where the pieces do not fully “add up” (Mackay,
2017). Traces are the fine-grained data used by recommender systems as
they predict “watch time” and entrap users (Seaver, 2018). Betti Marenko
and I considered them as sources for conjectural knowledge, a way to
imagine algorithmic systems as hunters that ‘reconstruct the appearance of
an animal they have never seen’ (Ginzburg, 1980, 22). Finally, chicanes are
the tricks and turns involved in the production of divinatory knowledge
(Ramey, 2016). While these are not necessarily deceitful, their “sincerity”
is put in question by claims that data are an un-mediated source of
knowledge about the future. Paying attention to chicanes means
acknowledging mediation, and interrogating its politics.

As speculative devices, these diagrams do not “arrive” at definitive
conclusions. Instead they facilitate ongoing and open ended activities,
modes of questioning algorithmic prediction and of challenging the very
ways in which it produces knowledge.

The diagrammatic language I am contributing with this research is fully
“compatible” with the computational logics of algorithmic prediction.
However it is geared towards an abductive mode of knowledge production
that emphasises speculation and conjecture.

Contribution to knowledge

In this thesis I have shown how diagrams can be used as a language for
critical research and practice into algorithmic prediction. This language is
conducive to an archaeological approach that is immersed in the materials
of algorithmic prediction, while critical of its dominant imaginaries and
modes of knowledge production. With this I aim to demonstrate to
researchers and practitioners with an interest in algorithmic systems,
prediction and/or speculation that diagrams are a generative language to
engage with these themes through practice.

Through this work I have also made a number of secondary contributions
of a more practical nature, namely: a novel use for graph databases; a
method for animating and broadcasting data visualisation over a
peer-to-peer network; and a method for automated production and
publishing of almanac publications.
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Future work

The diagrammatic language outlined in this thesis is open-ended. I have
located and demonstrated three specific applications of it, but it lends
itself to being re-purposed and adapted. While it cannot be readily applied
to other cases and settings, it provides a foundation to continue
investigating algorithmic systems with a particular attention to their
diagrammatic qualities.

Diagrams have proven a fertile ground for cross-disciplinary work, rooted in
design but looking to media archaeology, the digital humanities, media
studies, science studies, philosophy, and other fields. I plan to use the
language established here to continue engaging with these fields, and to
collaborate with other researchers and practitioners.

I plan to continue excavating what is obfuscated by the positivist
imaginary of algorithmic prediction, namely producing or re-producing
diagrams of power relations, and a race to either foreclose or capitalise on
any form of uncertainty. With the approach established through this
research, I plan to focus future work more specifically on the politics and
economics of algorithmic diagrams, for example through more detailed
studies of financial trading or political campaigning.

This research sets the stage for, but does not develop, more focused
explorations of how power and violence are enacted and reified through
algorithmic diagrams. As predictive operations rely on measures and/or
classifications of difference in vector space, they are mobilised to entrench
differences along lines of race, class, and gender—impacting very real
communities and bodies in actual space. After travelling to the level of
abstraction of algorithmic systems, I look forward to engaging with the
ramifications of these systems in more local and tangible settings.

Towards these ends, I plan to build on my publishing practice; to broaden
its reach and to open it to others, specifically in light of recent
developments in open-source federated social media—a particularly
promising type of diagram. I also plan to continue exploring the generative
potential of algorithmic systems, for example with a project exploring the
possibility for an “A.I that searches for alternatives to capitalism” that I
began articulating as part of this research before realising it would
completely explode the scope of this thesis.

Imaginaries of data and prediction continue to take hold, notably through
the promises of “artificial intelligence” that businesses (Agrawal et al.,
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2018) and governments (e.g. Villani et al., 2018) relentlessly reinforce. The
“paradigm shift” of turning every problem into a prediction problem
(Agrawal et al., 2018) is re-shaping the world, and challenges what counts
as valid knowledge. This practice-based PhD thesis goes some way towards
contributing to these debates and proposes some strategies for reclaiming
the diagrams of algorithmic prediction.
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Appendix A

Note on repositories

The practice work for this research is submitted in the form of three main
code repositories. Two of these, Diagrams of the Future and The Monistic
Almanac are also available as websites.

Submitting digital practice work raises a number of issues relating to
maintenance and future availability. The repositories are hosted online,
using a third party service called Gitlab1 as it is easily accessible and free
of charge. There is no guarantee that this service will continue to offer
similar terms, or even to exist, in the future.

I am committing to keeping these repositories online for reference for a
period of 10 years from the submission date. I will endeavour to keep them
on Gitlab in order for the links provided in this thesis to keep working for
this period. Should this not be possible, I will find a new location for the
repositories and provide directions as to where they can be found.

I plan to continue developing and maintaining the projects presented here
for years to come. In order to clearly mark the state of the repositories at
the time of submission, I make use of the “release tag” functionality of the
GIT version control system, using the tag PhD Submission. This way, the
version of the work at the time of submission will be available even if
changes are made to the code at a later date.

1https://gitlab.com/
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Appendix B

Thesis repository

This repository is available at https://gitlab.com/davidbenque/thesis
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Appendix C

Diagrams of the Future

The practice submission consists of a web application, visible at
http://dotf.xyz, and a code repository
https://gitlab.com/davidbenque/diagrams-of-the-future

please see supplementary material in the following pages.
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From timeline to case board

Version history of Diagrams of the Future.

Figure C.1: Timeline Prototype, Spring 2016. First exploration using timeline.js
https://timeline.knightlab.com (Accessed: 18/11/2019).
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1) What are the characteristics of imaginaries 
(perceptions, expectations, promises and fears) currently 
surrounding predictive systems? Through which mechanisms 
does design contribute to these imaginaries, for example 
when it wraps interfaces and visualisations 
around predictions?

2) What are the ways design can creatively reveal the 
social and cultural implications 
of prediction technologies?

This paper examines the history of statistical prediction 
through the lens of designed artefacts; the systems, tools 
and models which enable and communicate predictions. 
It aims to put the current promises and fears around 

data-science into perspective by retracing the trajectory 
that led to today’s systems of computational prediction. 

While data-science and machine learning promise new 
and ground-breaking possibilities, looking back into 
recent history reveals that these contemporary hypes 
are not solely the result of new technologies. They are 
new chapters in a long history of theories and systems 
created within specific world-views, motivations and 
politics; which are reflected in the design of artefacts. 
These narratives, hopes and fears go back to times when 
“computers” were people classifying index cards and doing 
calculations by hand. 

This project uses design practice as a tool to examine 
the history of technology. It focuses on the aesthetics  
of statistical forecasts to visually decrypt the 
narratives surrounding prediction technologies. We look 
at how the documents, formulas or devices used in these 
systems have shaped an aesthetic of accuracy which,  

after at least two centuries of evolutions and 
refinements, is ubiquitous in today’s technological  
and scientific landscape. Through this visual ‘lens’, we 
examine the way we relate to data and extract predictions 
from it. This collection of specific artefacts serves as 
an entry point to consider broader themes such as:
- The shifting tensions between mystical notions of 

predicting the future and verifiable, quantified modes  
of prediction.
- The notion of ‘codes’—cryptic signs and languages from 

which predictions are de-coded—and its relationship with 
computer code and its perceived powers. 
- The stories about the future that prediction 

technologies allow us to imagine, as well as the metaphors 
and narratives we rely on to make cultural sense of 
technology in the context of society, 
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Figure C.2: Poster presented at the Microsoft Research PhD Summer School, July 2016
in Cambridge, UK.
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Figure C.3: Counting the Future Minimum Viable Product, presented at 4S/EASST in
Barcelona (August, 2016) and at Communicating the Intangible, work-in-progress show
at the Royal College of Art (September, 2016), see Benqué (2016).
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Figure C.4: Counting the Future redesigned after feedback from 4S/EASST and
Communicating the Intangible, winter 2016-17.
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Figure C.5: Counting the Future re-built and redesigned with a graph database,
February 2018.
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Figure C.6: Diagrams of the Future refactored with a vertical orientation and change of
title, Summer 2019.
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Appendix D

Architectures of Choice Vol.1:
YouTube

The practice submission consists of a code repository
https://gitlab.com/davidbenque/arc-choice

please see supplementary material in the following pages.

199

https://gitlab.com/davidbenque/arc-choice


Trace animation

Figure D.1: Trace animation preview, as displayed in the web browser but rendered as
video. Available to view online at: https://gitlab.com/davidbenque/thesis/raw/
master/06 Appendix/arc-choice/screencast trace.mp4 (best viewed in Firefox or
Chromium browser).
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Instructions for viewing the animated traces

Figure D.2: Instructions for viewing the stream of traces animations in the Beaker
Browser (Frazee et al.). Shared through Instragram Stories during the Research
Through Design conference 2019.
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Appendix E

The Monistic Almanac

The practice submission consists of a web publication, visible at
https://almanac.computer, and a code repository
https://gitlab.com/davidbenque/almanac.computer

please see supplementary material in the following pages.
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Electional Astrology Calendars

The following four pages are example outputs from the personalised
electional astrology calendars program used for Supra Systems Office Rites
at the Victoria & Albert Museum Digital Design Weekend, 22-23 Oct.
2018.

Figure E.1: Electional Astrology desk at Supra Systems Office Rites, Victoria & Albert
Museum Digital Design Weekend, 22-23 Oct. 2018.
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The Monistic Almanac

When to open a buisness

Name: John Doe
DOB: 1979/08/27 06:35
POB: Dublin (53.3497645,-6.2602732)
Sign: Virgo

Reading on: 2019/10/28
at Victoria & Albert Museum
(51.49674,-0.17252)

Best Days

Date Score

23 Apr 2020 1.00000

26 Nov 2019 0.99617

24 Mar 2020 0.97114

20 Jul 2020 0.87045

24 Jan 2020 0.84274

Worst Days

Date Score

20 Jun 2020 -1.00000

19 Jun 2020 -1.00000

22 Jun 2020 -1.00000

23 Jun 2020 -1.00000

25 Jun 2020 -0.74155

https://ALMANAC.COMPUTER



The Monistic Almanac

When to schedule a meeting

Name: Jane Doe
DOB: 1982/01/31 23:45
POB: Paris (48.8566101,2.3514992)
Sign: Aquarius

Reading on: 2019/10/28
at Victoria & Albert Museum
(51.49674,-0.17252)

Best Days

Date Score

04 Feb 2020 0.85483

05 Jun 2020 0.77811

11 Dec 2019 0.76458

08 Feb 2020 0.75382

08 Jan 2020 0.69474

Worst Days

Date Score

17 Oct 2020 -0.81546

19 Oct 2020 -0.71951

13 Nov 2019 -0.66863

17 Nov 2019 -0.66863

01 Nov 2019 -0.65427

https://ALMANAC.COMPUTER



The Monistic Almanac

When to purchase a computer

Name: Jean Do
DOB: 2016/05/26 22:34
POB: London (51.5073219,-0.1276474)
Sign: Gemini

Reading on: 2019/10/28
at Victoria & Albert Museum
(51.49674,-0.17252)

Best Days

Date Score

25 Jan 2020 0.80000

26 Jan 2020 0.79993

27 Jan 2020 0.64164

23 Jan 2020 0.64140

30 Jan 2020 0.63724

Worst Days

Date Score

06 Mar 2020 -1.00000

04 Jul 2020 -0.80000

23 Oct 2020 -0.80000

03 Nov 2019 -0.80000

17 Oct 2020 -0.80000

https://ALMANAC.COMPUTER



The Monistic Almanac

When to get married

Name: Jane Doe
DOB: 1980/03/12 14:38
POB: Greenwich (52.0367323,1.168934)
Sign: Pisces

Reading on: 2019/10/28
at Victoria & Albert Museum
(51.49674,-0.17252)

Best Days

Date Score

24 Aug 2020 0.99510

06 Jan 2020 0.99452

05 Jan 2020 0.97709

03 Apr 2020 0.96855

04 Feb 2020 0.96588

Worst Days

Date Score

23 Jun 2020 -0.96868

06 Jul 2020 -0.92183

06 Jun 2020 -0.89269

21 Jun 2020 -0.86681

13 Jun 2020 -0.86303

https://ALMANAC.COMPUTER



Example Notebook:

Cosmic Commodity Charts

The following pages display an example Jupyter notebook (Pérez and
Granger, 2007) used to develop the Cosmic Commodity Chart section of
The Monistic Almanac. Please note that while they can be exported to a
variety of formats (e.g. PDF as seen here), notebooks are best viewed as
web pages in a browser window. Too see this notebook online please visit:
https://nbviewer.jupyter.org/urls/gitlab.com/davidbenque/
almanac.computer/raw/master/Cosmic%20Commodity%20Chart/Cosmic%
20Commodity%20Charts.ipynb
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Cosmic Commodity Charts

Predicting prices of commodity futures according to the positions of solar system planets.

Stock market data: Quandl (https://www.quandl.com/)
Astronomical data: NASA Jet Propulsion Laboratory de430 ephemeris [PDF] (https://naif.jpl.nasa.gov/pub/naif/generic_kernels/spk/planets/de430_and_de431.pdf)
accessed via Skyfield (https://rhodesmill.org/skyfield/)

In [1]: import numpy as np

import pandas as pd

import datetime

import matplotlib.pyplot as plt

%matplotlib inline 

Chart title and query

In [2]: # all commodity options 

commodities = { 

   # Grain and foods 

   "Corn": "CHRIS/CME_C1", 

   "Wheat": "CHRIS/CME_W3", 

   "Soybean": "CHRIS/CME_S3", 

   "Rough Rice": "CHRIS/CME_RR1", # only goes back to 1986 

   "Cotton No.2": "CHRIS/ICE_CT2", 

   "Sugar": "CHRIS/ICE_SB2", 

   "Orange Juice": "CHRIS/ICE_OJ4", 

   "Coffee C": "CHRIS/ICE_KC3", 

   # Livestock 

   "Live Cattle": "CHRIS/CME_LC3", 

   "Feeder Cattle": "CHRIS/CME_FC2", 

   "Lean Hog": "CHRIS/CME_LN4", 

   # energy 

   "Crude Oil": "CHRIS/CME_CL38", 

   # Metals 

   "Copper": "CHRIS/CME_HG2", 

   # Precious 

   "Gold": "CHRIS/CME_GC5", 

   "Silver": "CHRIS/CME_SI7", 

   }

In [3]: # planet options 

planet_lists = { 

   "Full": ['mercury', 'venus', 'earth', 'mars', 

           'jupiter', 'saturn', 'uranus', 'neptune', 'pluto'], 

   "Inner": ['mercury', 'venus', 'earth', 'mars']

}

In [4]: # chart lengths in days 

lengths = [365, 730]

In [5]: # Build the query 

from random import choice 

plans = list(planet_lists.keys())

coms = list(commodities.keys()) 

query = [choice(plans), choice(coms), choice(lengths)]

print("{0} {1} Chart, {2} Days".format(*query))

Commodity Price

In [6]: import quandl 

with open("../_data/quandl-key.txt", "r") as text: 

   for line in text: 

       quandl_key = line

quandl.ApiConfig.api_key = quandl_key

Full Soybean Chart, 730 Days 
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In [7]: today = datetime.date.today()

start_date = today - datetime.timedelta(days = 10950) # 30 years ago 

commodities = { 

   "Corn": "CHRIS/CME_C1", 

   "Wheat": "CHRIS/CME_W3", 

   "Soybean": "CHRIS/CME_S3", 

   "Rough Rice": "CHRIS/CME_RR1", # only goes back to 1986 

   "Cotton No.2": "CHRIS/ICE_CT2", 

   "Sugar": "CHRIS/ICE_SB2", 

   "Orange Juice": "CHRIS/ICE_OJ4", 

   "Coffee C": "CHRIS/ICE_KC3", 

   # Livestock 

   "Live Cattle": "CHRIS/CME_LC3", 

   "Feeder Cattle": "CHRIS/CME_FC2", 

   "Lean Hog": "CHRIS/CME_LN4", 

   # energy 

   "Crude Oil": "CHRIS/CME_CL38", 

   # Metals 

   "Copper": "CHRIS/CME_HG2", 

   "Zinc": "CHRIS/SHFE_ZN3", # only goes back to 2007 

   # Precious 

   "Gold": "CHRIS/CME_GC5", 

   "Silver": "CHRIS/CME_SI7", 

   } 

price_data_30y = quandl.get(commodities[query[1]], start_date=start_date, end_date=today)

price_data_30y.head()

In [8]: price_data_30y.plot(y="Settle")

Planets & Orbits Training Data

In [9]: # load skyfield and ephemeris

from skyfield.api import load, Loader

from astropy import units as u 

# Skyfield data

load = Loader('../_data/skyfield')

planets = load('de430.bsp')

ts = load.timescale()

In [10]: planet_lists = { 

   "Full": ['mercury', 'venus', 'earth', 'mars',  

           'jupiter', 'saturn', 'uranus', 'neptune', 'pluto'], 

   "Inner": ['mercury', 'venus', 'earth', 'mars'], 

   "Outer": ['jupiter', 'saturn', 'uranus', 'neptune', 'pluto']

}

In [11]: planet_list = planet_lists[query[0]]

Out[7]:

Open High Low Last Change Settle Volume Previous Day Open Interest

Date

1989-11-30 609.00 610.25 606.75 607.25 NaN 607.25 7850.0 74900.0

1989-12-01 607.75 609.75 601.25 601.75 NaN 601.75 12380.0 75750.0

1989-12-04 600.00 600.00 596.50 597.00 NaN 597.00 10960.0 75310.0

1989-12-05 597.50 600.75 597.00 599.75 NaN 599.75 8640.0 76665.0

1989-12-06 600.00 604.25 597.00 603.50 NaN 603.50 12810.0 79635.0

Out[8]: <matplotlib.axes._subplots.AxesSubplot at 0x7fd2941aaf28>
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In [12]: def add_planet_positions(df, planet_list): 

   '''

   input: dataframe with datetime index, list of planets

   output: dataframe with planet distance (barycentric) columns

           added for the planets in planet_list and dates in df.index

   ''' 

   for planet in planet_list: 

       query_name = planet + " barycenter" 

       col_name = planet + "_dist" 

       p = planets[query_name] 

       df[col_name] = p.at(ts.utc(df.index)).distance().to(u.km) 

   return df

Scaling

The planet positions are scaled according to their relative orbits, with 0.0 and 1.0 as the closest and furthest points from the solar system barycentre on that
planet's orbit.

In [13]: # Mininum and maximum for each orbit 

# 300 year window to allow for a full orbit of Pluto

# exported to a CSV file to avoid computing them each time

planets_minmax = pd.read_csv("planets_minmax.csv", index_col = 0)

planets_minmax

In [14]: def orbit_scaler(planet_dist, x): 

   min_dist, max_dist = planets_minmax.loc[planet_dist] 

   return ((x - min_dist)/(max_dist-min_dist))

Out[13]:

min max

mercury_dist 4.473931e+07 7.108315e+07

venus_dist 1.062104e+08 1.102090e+08

earth_dist 1.458724e+08 1.533281e+08

mars_dist 2.052792e+08 2.505484e+08

jupiter_dist 7.390777e+08 8.158063e+08

saturn_dist 1.346026e+09 1.508435e+09

uranus_dist 2.735045e+09 3.006735e+09

neptune_dist 4.459924e+09 4.536853e+09

pluto_dist 4.435661e+09 7.375996e+09
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In [15]: training_data = price_data_30y["Settle"].to_frame()

training_data["Date"] = training_data.index 

import pytz

from pytz import timezone 

utc = timezone('UTC')

def to_utc(x): 

   # add utc timezone to datetime index 

   a = x.replace(tzinfo=pytz.utc) 

   return a 

training_data["Date"] = training_data["Date"].apply(to_utc)

training_data.set_index(['Date'], inplace=True)

training_data = training_data.rename(columns={"Settle":"Price"})

training_data = add_planet_positions(training_data, planet_list)

training_data.head()

In [16]: target = training_data["Price"]

features = training_data.drop(["Price"], axis=1)

In [17]: planet_distances = plt.figure(figsize=(9,7))

ax = plt.subplot()

for c in list(features): 

   line = ax.plot(features.index, features[c], label=c.split("_")[0], linewidth=1)

ax.set_yscale('log')

ax.legend(bbox_to_anchor=(0., 1.02, 1., .102), loc=3, 

          ncol=3, mode="expand", borderaxespad=0.)

Out[15]:

Price mercury_dist venus_dist earth_dist mars_dist jupiter_dist saturn_dist uranus_dist neptu

Date

1989-11-30
00:00:00+00:00

607.25 6.810045e+07 1.081717e+08 1.475215e+08 2.374056e+08 7.688738e+08 1.500307e+09 2.898312e+09 4.5194

1989-12-01
00:00:00+00:00

601.75 6.770740e+07 1.081548e+08 1.474997e+08 2.372357e+08 7.689272e+08 1.500298e+09 2.898338e+09 4.5194

1989-12-04
00:00:00+00:00

597.00 6.629697e+07 1.081041e+08 1.474381e+08 2.367209e+08 7.690873e+08 1.500268e+09 2.898419e+09 4.5194

1989-12-05
00:00:00+00:00

599.75 6.575223e+07 1.080873e+08 1.474188e+08 2.365477e+08 7.691407e+08 1.500258e+09 2.898446e+09 4.5194

1989-12-06
00:00:00+00:00

603.50 6.517171e+07 1.080705e+08 1.474001e+08 2.363737e+08 7.691942e+08 1.500248e+09 2.898473e+09 4.5194

Out[17]: <matplotlib.legend.Legend at 0x7fd28ff11940>
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In [18]: features_scaled = pd.DataFrame()

for column in features: 

   features_scaled[column] = orbit_scaler(column, features[column]) 

planet_distances_scaled = plt.figure(figsize=(9,7))

ax = plt.subplot()

for c in list(features_scaled): 

   line = ax.plot(features_scaled.index, features_scaled[c], label=c.split("_")[0], linewidth=1)

ax.legend(bbox_to_anchor=(0., 1.02, 1., .102), loc=3, 

          ncol=3, mode="expand", borderaxespad=0.)     

Training

In [19]: from sklearn.model_selection import train_test_split

X_train, X_test, y_train, y_test = train_test_split( 

   features_scaled.values, target.values, test_size=0.3, random_state=0)

In [20]: from sklearn import svm 

clf = svm.SVR(kernel='rbf')

clf.fit(X_train, y_train)

clf.score(X_test, y_test)

Prediction

Out[18]: <matplotlib.legend.Legend at 0x7fd28fd5b588>

Out[20]: 0.17058580436119397
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In [21]: tomorrow = datetime.date.today() + datetime.timedelta(days=1)

end_date = tomorrow + datetime.timedelta(days=query[2])

dates = pd.date_range(tomorrow, end_date, freq = 'D', tz='utc')

dates = pd.to_datetime(dates)

future = pd.DataFrame(index=dates, columns=['A'])

future = add_planet_positions(future, planet_list)

future.drop(["A"], axis=1, inplace=True) 

# scale

for column in future: 

   future[column] = orbit_scaler(column, future[column]) 

# predict price

future["pred_price"] = clf.predict(future.values) 

# export 

future["pred_price"].to_csv("_temp/pred_price.csv") 

future.head()

In [22]: future.plot(y="pred_price")

Out[21]:

mercury_dist venus_dist earth_dist mars_dist jupiter_dist saturn_dist uranus_dist neptune_dist pluto_dist pre

2019-11-24
00:00:00+00:00

0.195543 0.374960 0.345818 0.846282 0.571786 0.950731 0.849069 0.225019 0.217084 839

2019-11-25
00:00:00+00:00

0.219898 0.376914 0.344221 0.843307 0.571076 0.950642 0.848998 0.224975 0.217118 839

2019-11-26
00:00:00+00:00

0.245800 0.378945 0.342675 0.840306 0.570365 0.950553 0.848927 0.224930 0.217151 840

2019-11-27
00:00:00+00:00

0.272998 0.381054 0.341181 0.837278 0.569655 0.950464 0.848857 0.224885 0.217184 840

2019-11-28
00:00:00+00:00

0.301246 0.383239 0.339739 0.834223 0.568944 0.950375 0.848786 0.224841 0.217217 840

Out[22]: <matplotlib.axes._subplots.AxesSubplot at 0x7fd28fd5b7b8>
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In [23]: future["change"] = future["pred_price"] - future["pred_price"].shift(-1)

price_preds = future[["pred_price", "change"]].copy()

price_preds = price_preds.fillna(0)

price_preds['direction'] = price_preds.change.map(lambda x: 0 if x == 0 else x/abs(x))

price_preds['dir_change'] = (price_preds.direction != price_preds.direction.shift(1)).astype(int) 

# remove change flag for first and last dates

for date in [tomorrow, end_date]: 

   price_preds.set_value(date, 'dir_change', 0)  

    

price_preds["block"] = price_preds.dir_change.cumsum()

price_preds.head()

/home/david/.local/share/virtualenvs/Monistic_Almanac-me3ioVh4/lib/python3.6/site-packages/ipykernel_launc

her.py:9: FutureWarning: set_value is deprecated and will be removed in a future release. Please use .at[] 

or .iat[] accessors instead 

 if __name__ == '__main__': 

Out[23]:

pred_price change direction dir_change block

2019-11-24 00:00:00+00:00 839.774863 -0.221325 -1.0 0 0

2019-11-25 00:00:00+00:00 839.996188 -0.216123 -1.0 0 0

2019-11-26 00:00:00+00:00 840.212310 -0.206837 -1.0 0 0

2019-11-27 00:00:00+00:00 840.419148 -0.193985 -1.0 0 0

2019-11-28 00:00:00+00:00 840.613133 -0.178147 -1.0 0 0
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In [24]: # Format and Output peaks and valleys data 

# remove weird warning for now

pd.options.mode.chained_assignment = None 

#select rows with a direction change

peaks_valleys = price_preds.loc[price_preds["dir_change"] == 1] 

#dump unncessary columns

peaks_valleys.drop(["change","dir_change", "block"], axis=1, inplace=True) 

# make a date column, format and dump the index

peaks_valleys["date"] = peaks_valleys.index

#peaks_valleys["date"] = peaks_valleys["date"].apply(lambda x: datetime.datetime.strftime(x, '%Y-%m-%d'))

peaks_valleys = peaks_valleys.reset_index(drop=True) 

# truncate price to 2 decimals

#peaks_valleys["pred_price"] = peaks_valleys["pred_price"].apply(lambda x: '%.2f'%(x)) 

# export csv wihtout the index column

peaks_valleys.to_csv("_temp/peaks_valleys.csv", index=False)

peaks_valleys

Charting layers

Out[24]:

pred_price direction date

0 841.486027 1.0 2019-12-07 00:00:00+00:00

1 840.708833 -1.0 2019-12-24 00:00:00+00:00

2 845.453643 1.0 2020-01-27 00:00:00+00:00

3 844.620229 -1.0 2020-02-09 00:00:00+00:00

4 847.557736 1.0 2020-03-02 00:00:00+00:00

5 845.922454 -1.0 2020-03-24 00:00:00+00:00

6 849.083526 1.0 2020-04-21 00:00:00+00:00

7 847.146554 -1.0 2020-05-09 00:00:00+00:00

8 848.961004 1.0 2020-05-27 00:00:00+00:00

9 846.235501 -1.0 2020-06-22 00:00:00+00:00

10 849.182710 1.0 2020-07-19 00:00:00+00:00

11 847.688958 -1.0 2020-08-04 00:00:00+00:00

12 850.404279 1.0 2020-08-25 00:00:00+00:00

13 848.372492 -1.0 2020-09-17 00:00:00+00:00

14 851.281445 1.0 2020-10-14 00:00:00+00:00

15 849.172357 -1.0 2020-11-01 00:00:00+00:00

16 851.097627 1.0 2020-11-19 00:00:00+00:00

17 847.990035 -1.0 2020-12-16 00:00:00+00:00

18 850.044612 1.0 2021-01-08 00:00:00+00:00

19 847.080302 -1.0 2021-01-29 00:00:00+00:00

20 848.182510 1.0 2021-02-12 00:00:00+00:00

21 843.683764 -1.0 2021-03-16 00:00:00+00:00

22 845.052088 1.0 2021-04-05 00:00:00+00:00

23 841.966451 -1.0 2021-04-27 00:00:00+00:00

24 843.077891 1.0 2021-05-12 00:00:00+00:00

25 839.226117 -1.0 2021-06-10 00:00:00+00:00

26 841.600419 1.0 2021-07-05 00:00:00+00:00

27 839.930071 -1.0 2021-07-22 00:00:00+00:00

28 842.495473 1.0 2021-08-11 00:00:00+00:00

29 840.535895 -1.0 2021-09-03 00:00:00+00:00

30 843.879361 1.0 2021-10-01 00:00:00+00:00

31 842.138410 -1.0 2021-10-18 00:00:00+00:00

32 844.777843 1.0 2021-11-07 00:00:00+00:00
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In [25]: import matplotlib.dates as mdates

import matplotlib.ticker as ticker
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In [26]: # Features (planets) chart 

# months for axis ticks - fill month_starts and drop columns

future["month"] = future.index.strftime('%m').astype(int)

future["month_diff"] = future.month.diff().fillna(0)

month_starts = future.loc[future['month_diff'] != 0]

future.drop(["month","month_diff"], axis=1,inplace=True) 

# remove backgrounds (has to be specified again for savefig())

plt.rcParams['figure.facecolor'] = ((0,0,0,0.))

plt.rcParams['axes.facecolor'] = ((0,0,0,0.)) 

# create plot

fig = plt.figure(figsize=(15,15))

ax = plt.subplot(projection='polar')

ax.set_theta_direction(-1)

ax.set_theta_zero_location("N") 

# normalise theta axis and ticks

t = mdates.date2num(future.index.to_pydatetime())

tnorm = (t-t.min())/(t.max()-t.min())*2.*np.pi 

month_ticks= []

month_labels = [] 

for index, row in month_starts.iterrows(): 

   m = mdates.date2num(index.to_pydatetime()) 

   mnorm = (m-t.min())/(t.max()-t.min())*2.*np.pi 

   month_ticks.append(mnorm) 

   month_labels.append(index.strftime('%b %y')) 

ax.xaxis.set_major_locator(ticker.FixedLocator((month_ticks)))

ax.xaxis.set_major_formatter(ticker.FixedFormatter((month_labels)))

ax.xaxis.set_tick_params(pad=40, labelsize=25) 

# Y/Radial Axis - remove ticks

ax.set_rticks([],[])

# Remove outer circle

ax.spines['polar'].set_visible(False) 

for planet in planet_list: 

   col_name = planet + "_dist" 

   ax.plot(tnorm, future[col_name],  

       linewidth=2,  

       linestyle="dotted", 

       dashes=(1, 1), 

       color = '#7786FF') 

plt.savefig("_temp/planets.png", facecolor = (0,0,0,0.), transparent=True)
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In [27]: # create plot

fig = plt.figure(figsize=(15,15))

ax = plt.subplot(projection='polar')

ax.set_theta_direction(-1)

ax.set_theta_zero_location("N") 

# normalise theta axis and ticks

t = mdates.date2num(future.index.to_pydatetime())

tnorm = (t-t.min())/(t.max()-t.min())*2.*np.pi 

# set min and max

import math

price_min = future["pred_price"].min()

axis_min = math.floor(price_min) 

price_max = future["pred_price"].max()

axis_max = math.ceil(price_max)

ax.set_ylim(axis_min, axis_max) 

peak_ticks= []

peak_labels = []

peak_values = [] 

for index, row in peaks_valleys.iterrows(): 

   m = mdates.date2num(row['date'].to_pydatetime()) 

   mnorm = (m-t.min())/(t.max()-t.min())*2.*np.pi 

   #peak_ticks.append(mnorm) 

   peak_labels.append("${0:.2f} ".format(row['pred_price'])) 

   peak_values.append(row['pred_price']) 

   if row['direction'] < 0: 

       c = 'r' 

   else: 

       c = (0,1,0) 

   ax.plot([axis_min,mnorm],[axis_min,axis_max], linestyle = '-', color = c) 

# theta ticks off

ax.xaxis.set_major_locator(ticker.FixedLocator((peak_ticks))) 

# Radial ticks

if peak_values: 

   peak_values.sort() 

   peak_labels.sort() 

   peak_labels = [peak_labels[0], peak_labels[-1]] 

   peak_values = [peak_values[0], peak_values[-1]] 

    

else: 

   peak_values = [price_min, price_max] 

   peak_labels = ["${0:.2f} ".format(x) for x in peak_values] 

ax.set_rgrids(peak_values, labels=None, color='k', angle=0, ha="left", zorder=10)

ax.yaxis.set_tick_params(pad=25, labelsize=0, width=20) 

ax.grid(color="k") 

# plot block by block - green if start < end, red if start > end

for name, block in price_preds.groupby(['block']): 

   if block.head(1)["pred_price"].values < block.tail(1)["pred_price"].values: 

       c = (0,1,0) 

   else: 

       c = 'r' 

   # normalise theta axis and ticks 

   year = mdates.date2num(price_preds.index.to_pydatetime()) 

   t = mdates.date2num(block.index.to_pydatetime()) 

   tnorm = (t-year.min())/(year.max()-year.min())*2.*np.pi 

    

   ax.plot(tnorm, block["pred_price"],  

       linewidth=5,  

       color = c, zorder= 1) 

    

ax.spines['polar'].set_visible(False)

plt.savefig("_temp/pred_price.png", facecolor = (0,0,0,0.), transparent=True)
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Combine layers into the final chart

In [28]: from PIL import Image, ImageDraw, ImageFont

import os

In [29]: # dim of the matplotlib PDFs

width = 1080

height = 1400 

center_x = width/2

center_y = (width/2) + (height - width)

In [30]: preds = pd.read_csv('_temp/pred_price.csv', names = ["date", "price"])

first_date = preds.iloc[0]["date"].split(" ")[0]

first_day = datetime.datetime.strptime(first_date, "%Y-%m-%d")

first_price = round(float(preds.iloc[0]["price"]), 2) 

last_date = preds.iloc[-1]["date"].split(" ")[0]

last_day = datetime.datetime.strptime(last_date, "%Y-%m-%d")

last_price = round(float(preds.iloc[-1]["price"]), 2)



24/11/2019 Cosmic Commodity Charts

localhost:8888/nbconvert/html/Cosmic Commodity Chart/Cosmic Commodity Charts.ipynb?download=false 14/17

In [31]: def price_flag(date, price, side, up=None, diff=None): 

       '''

       draw price boxes at the top

       date: a datetime

       price: float

       side: "L" or "R"

       up: Boolean

       diff: price difference float

       ''' 

       w = 400 

       h = 140 

       y = ((height - width)/2) - (h/2) 

       if side == "L": 

           x = center_x - w 

       else: 

           x = center_x 

       if side == "L": 

           if up == True: 

               y -= 30 

           else: 

               y += 30 

       if up == True: 

           color = (0,255,0) # green 

       elif up == False: 

           color = (255, 0, 0) # red 

       else: 

           color = 'black' 

       idraw.rectangle((x, y, x + w, y + h), fill=None, outline="black",) 

       date_string = date.strftime("%Y-%m-%d") 

       idraw.text((x + 10, y + 5), date_string, fill='black', font=operator_date) 

       sign = "" 

       if diff: 

           if diff > 0: 

               sign = "+" 

           if diff < 0: 

               sign = "-" 

           price_diff = sign + "$" + str(round(abs(diff),2)) 

           idraw.text((x + 10, y + 150), price_diff, fill=color, font=operator_b_diff) 

       price_tag = "$" + str(price) 

       idraw.text((x + 10, y + 30), price_tag, fill=color, font=operator_b_price)

In [32]: # %% fonts (proprietary, not included in the repository)

font_path = os.environ['TMA_home'] + '/_data/fonts/'

operator_date = ImageFont.truetype(font= font_path + "OperatorMono-Book.ttf", size=30)

operator_b_diff = ImageFont.truetype(font= font_path + "OperatorMono-Bold.ttf", size=50)

operator_b_price = ImageFont.truetype(font= font_path + "OperatorMono-Bold.ttf", size=90)

calibri = ImageFont.truetype(font= font_path + "Calibri.ttf", size=80)
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In [33]: # %% set up image

img = Image.new('RGBA', (width,height))

idraw = ImageDraw.Draw(img) 

#background

idraw.rectangle((0,0,width,height), fill="white") 

# %% Matplotlib Layers 

planets_lyr = Image.open("_temp/planets.png")

preds_lyr = Image.open("_temp/pred_price.png") 

for layer in [planets_lyr, preds_lyr]: 

   #layer = layer.thumbnail((1080,1080), Image.ANTIALIAS) 

   img.paste(layer, (-12,height-width), layer) 

# %% Price Labels and center line 

price_flag(first_day, first_price, "R") 

is_up = first_price < last_price

price_flag(last_day, last_price, "L", up=is_up, diff=last_price - first_price) 

# center line and arrow

up_offset = 60 if is_up else 90

idraw.line([(center_x, (height-width)+40),(center_x,up_offset)], fill='black', width=5)

idraw.line([(center_x, center_y),(center_x,430)], fill='black', width=5) 

idraw.text((center_x-5,(height-width)-60), "→", fill='black', font=calibri) 

# %% description

chart_info = open("_temp/CCC_title.txt").readlines()

chart_title = chart_info[4].rstrip() 

idraw.text((10,height-50), chart_title, font=operator_date, fill='black') 

# %% min and max

minmax = "{type}: ${price} - {date}"

min = preds.loc[preds['price'].idxmin()]

max = preds.loc[preds['price'].idxmax()] 

min_str = minmax.format(type="MIN", price=round(min.price, 2), date=min.date.split(" ")[0])

max_str = minmax.format(type="MAX", price=round(max.price, 2), date=max.date.split(" ")[0]) 

idraw.text((10,5), min_str + "   " + max_str, font=operator_date, fill='black')
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In [34]: print(f"{query[0]} {query[1]} Chart")

print(f"{query[2]} Days, starting {chart_info[0]}")

print(f"Futures contract: {chart_info[4]}")

img

Buying/Selling opportunities

Full Soybean Chart 

730 Days, starting 2019-11-21 00:10:15.412376 

Futures contract: CHRIS/CME_LC3 

Out[34]:
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In [35]: # Buying Low

peaks_valleys.loc[peaks_valleys['direction'] == -1]

In [36]: # Selling High

peaks_valleys.loc[peaks_valleys['direction'] == 1]

Out[35]:

pred_price direction date

1 840.708833 -1.0 2019-12-24 00:00:00+00:00

3 844.620229 -1.0 2020-02-09 00:00:00+00:00

5 845.922454 -1.0 2020-03-24 00:00:00+00:00

7 847.146554 -1.0 2020-05-09 00:00:00+00:00

9 846.235501 -1.0 2020-06-22 00:00:00+00:00

11 847.688958 -1.0 2020-08-04 00:00:00+00:00

13 848.372492 -1.0 2020-09-17 00:00:00+00:00

15 849.172357 -1.0 2020-11-01 00:00:00+00:00

17 847.990035 -1.0 2020-12-16 00:00:00+00:00

19 847.080302 -1.0 2021-01-29 00:00:00+00:00

21 843.683764 -1.0 2021-03-16 00:00:00+00:00

23 841.966451 -1.0 2021-04-27 00:00:00+00:00

25 839.226117 -1.0 2021-06-10 00:00:00+00:00

27 839.930071 -1.0 2021-07-22 00:00:00+00:00

29 840.535895 -1.0 2021-09-03 00:00:00+00:00

31 842.138410 -1.0 2021-10-18 00:00:00+00:00

Out[36]:

pred_price direction date

0 841.486027 1.0 2019-12-07 00:00:00+00:00

2 845.453643 1.0 2020-01-27 00:00:00+00:00

4 847.557736 1.0 2020-03-02 00:00:00+00:00

6 849.083526 1.0 2020-04-21 00:00:00+00:00

8 848.961004 1.0 2020-05-27 00:00:00+00:00

10 849.182710 1.0 2020-07-19 00:00:00+00:00

12 850.404279 1.0 2020-08-25 00:00:00+00:00

14 851.281445 1.0 2020-10-14 00:00:00+00:00

16 851.097627 1.0 2020-11-19 00:00:00+00:00

18 850.044612 1.0 2021-01-08 00:00:00+00:00

20 848.182510 1.0 2021-02-12 00:00:00+00:00

22 845.052088 1.0 2021-04-05 00:00:00+00:00

24 843.077891 1.0 2021-05-12 00:00:00+00:00

26 841.600419 1.0 2021-07-05 00:00:00+00:00

28 842.495473 1.0 2021-08-11 00:00:00+00:00

30 843.879361 1.0 2021-10-01 00:00:00+00:00

32 844.777843 1.0 2021-11-07 00:00:00+00:00



Appendix F

Possibility Space

Exploratory project, produced as part of this research but not discussed in
the thesis.

Draft 1

The following pages were produced for the Methods of Intent post-graduate
seminar (14th March 2017) convened by Prof. Teal Triggs at the School of
Communication, Royal College of Art.
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Possibility 
Space

Speculative Design in 
the regime of machine futures

Draft 1.0

David Benqué
Methods of Intent

14/03/2017



redrawn after: 
Voros, J. (2003) ‘A generic foresight process framework’, foresight, 5(3), 
pp. 10–21. doi: 10.1108/14636680310698379.
who had redrawn after:
Hancock and Bezold (1993) ‘An Overview of the Health Futures Field’, WHO 
Consultation, July 19-23.

‘preposterous’ added in 2015: 
Voros, J. (2015) On examining Preposterous! futures, The Voroscope, 28 
December. Available at: https://thevoroscope.com/category/preposterous-
futures/ (Accessed: 14 March 2017).

Now

Time
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Possibility Space
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certain
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Probabilistic 
Futures

2/4
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ri
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on

Monte Carlo simulations

sample_size = 10000

for n in range(sample_size):
rf = mc.random_future()
if rf.end_point in projected:

projected_futures.append(rf)
elif rf.end_point in plausible:

plausible_futures.append(rf)
elif rf.end_point in possible:

possible_futures.append(rf)
elif rf.end_point in preposterous:

preposterous_futures.append(rf)
else:

wildcards.append(rf)

plt.hist(futures)

1.0 0.0
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Machine 
Futures

3/4

.fit() .predict()

decision boundary

from sklearn.svm import SVC

clf = SVC(kernel="linear")
clf.fit(features_train, labels_train)
future = clf.predict(features_test)



Now

Time

Possibility Space
certain

impossible

from sklearn.svm import SVC

clf = SVC(kernel="linear")
clf.fit(features_train, labels_train)
machine_futures = clf.predict(features_test)

for future in infinite_futures:
if future not in machine_futures:

interesting_futures.append(futures)
else:

pass

Benque, D. (2019) ‘World.predict(); Speculative design and machine futures’, 
PhD thesis, Royal College of Art, London UK.

Emancipatory
Machine 
Futures

4/4



Possibility Space - Draft 2

The following images are frames from animations produced for the
Uncertainty Playground exhibition, part of London Design Festival 2017 at
the London College of Communication.

The full animation is available at the following link:
https://gitlab.com/davidbenque/thesis/raw/master/06 Appendix/

poss-space/Poss Space LCC FULL.mp4

Exhibition Text:
This project revisits the notion of ‘possibility space’ as a diagrammatic
depiction of possible futures.

The futures cone diagram, brought to design from future studies by Candy
(2010), played a key role in defining speculative design as a practice to test
possible futures, and discuss which might be a preferable one.

Our current moment is also saturated by attempts to count, compute, and
predict the future using algorithms trained on large datasets. These
systems also operate on possibility spaces, multi-dimensional arrays of
data, and make predictions through regression or classification.

This project compares and/or conflicts these different versions of possibility
space through experiments with representations and ‘operations’ (Bach et
al., 2016). Through these diagrams, the aim is to reflect on different modes
of speculation; between a firmative position which aims to solidify and
control the future, and an affirmative one which aims to open up new
possibles (Uncertain Commons, 2013).

References:

Bach, B., Dragicevic, P., Archambault, D., Hurter, C. and Carpendale, S.
(2016) ‘A Descriptive Framework for Temporal Data Visualizations Based
on Generalized Space-Time Cubes’, Computer Graphics Forum, pp. 1–26.
doi: 10.1111/cgf.12804.

Candy, S. (2010) The futures of everyday life: Politics and the design of
experiential scenarios.

Uncertain Commons (2013) Speculate This! Duke University Press.
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Figure F.1: Possibility Space - Title Card. animation still.

Figure F.2: Futures Cone; Reverse Time Slicing. animation still.
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Figure F.3: Clusters; Repeated Drilling. animation still.

Figure F.4: Decision Surface; Time Shift. animation still.
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Figure F.5: Haruspex; Repeated Oblique Slicing. animation still.

Figure F.6: Probability Space; Orthogonal Flattening. animation still.
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Figure F.7: Tea Cup; Oblique Flattening (orbit). animation still.

Figure F.8: Probability Distribution; Contour Slicing. animation still.
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Appendix G

The Presage Range

Exploratory project, produced as part of this research but not discussed in
the thesis.

Commissioned as part of Fiber Festival 2017 Prima Materia; Alchemical
Thinking And Making In Art Design And Music.

Exhibtion text:
The PRESAGE™ Range is a series of fictional scientific machines that
predict the future. These devices reference historical scientific theories and
the imagery of lab-equipment catalogs to explore the aesthetics of
mechanical objectivity.

C-Type prints, 70x70cm each
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- Press Release -
12.05.2017

Aviato, the worldwide leader in predictive hardware solutions, is proud to
release PRESAGE™, its latest line of cutting edge instruments. These
combine time-tested science with the latest technology to deliver reliable
prediction and model-checking in super-computing, genetics and
climatology.

Aviato has long believed in the power, accuracy and security of
on-premises hardware based solutions. PRESAGE™ brings these
advantages to a new level by providing ground-truth models of unmatched
reliability with the lowest possible latency. Our precision engineering will
allow you to:
- Calibrate and prove vortex models faster than ever before (BOL930i).
- Predict cell-fate determination with unprecedented accuracy (WAD720i).
- Interact directly with composite atmosphere meta-models (RIC320i).

The PRESAGE™ range opens a new era in predictive hardware and
demonstrates Aviato’s commitment to innovation as the industry leader in
the quest to extend knowledge and reduce uncertainty.

- - - END - - -
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Figure G.1: Boltzmann Scanner - BOL930i
Features:
- Hardware based vortex lattice generator
- Save up to 12 Gflops at execution (Linpack benchmark)
- Fully replicable with multi-flow point-cloud logging
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Figure G.2: Waddington Surface - WAD720i
Features:
- Input DNA sequences in: FASTQ, EMBL, FASTA or GenBank formats
- Modular design expands to your requirements
- Micro-hydraulics with 0.2 µm precision
- Combine with our Visio system for automated batch testing
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Figure G.3: Richardson Observatory - RIC320i
Features:
- Aggregate sources (IMMA, netCDF, and more) with unified granularity
- Interact directly with composite atmosphere meta-models
- Full 4K-360 resolution
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Figure G.4: Accessories
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Appendix H

List of conferences, exhibitions,
and events attended

05/11/2015: PhD by Design conference
Short presentation, contribution to PhD by Design - Instant Journal #2 -
Researching across difference (Thomson et al., 2015).
Goldsmiths University of London, UK

07/2016: Microsoft Research PhD Summer School
Poster [fig.C.2] and presentation on the very early stages of Diagrams of the
Future.
Microsoft Research Cambridge, UK

08/2016: 4S/EASST Science and Technology by Other Means
Presentation: Counting the Future (early version of Diagrams of the Future), see
Benqué (2016, and fig.C.3).
Part of the closed session Counting by Other Means, convened by Alex Taylor
(supervisor, Microsoft Research), and Sarah Kember (Goldsmiths) (see Taylor
and Kember, 2016).
Barcelona, Spain.

11/2016: Datalmanach
Production of an almanac publication during a 4 day workshop “sprint” with
students from a range of different courses.
S47 Research week
École supérieure d’Art et de Design, St. Etienne, France.

02-03/2017: Designing Decisions—Live Brief
5 week project for students of Goldsmiths BA design as part of their annual
partnership with industry; in collaboration with Michael Golombewski and
Helene Steiner from Microsoft Research Cambridge.
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05/2017: Fiber Festival, Prima Materia; alchemical thinking and
making in art, design and music.
Presentation: The Monistic Almanac.
Exhibition: The Presage Range (apendix G).
Looiersgracht 60, Amsterdam, the Netherlands.

07/2017: Data Fictions
1 day data visualisation workshop as part of the Critical and Speculative Design
Summer School.
Convened by Ben Stopher and Tobias Revell.
London College of Communication, University of the Arts London (LCC, UAL).

16/09 to 20/10/2017: Uncertainty Playground
Exhibition: Possibility Space (appendix F).
London Design Festival 2017.
LCC, UAL, London, UK

24/09/2017: Very Very Far Away
Podcast: Predicting the Future from the stars interview with Dr. Roberto
Trotta, reader in Astrophysics at Imperial College London.
https://theairpump.davidbenque.com/predicting-the-future/
Convened by Sitraka Rakotoniaina and Andrew Friend.
Digital Design Weekend at the Victoria & Albert Museum, London, UK

18/10/2017: Futurs Pluriels
Presentation: Possibility Space (appendix F).
Sciences Po, Paris, France.

03/11/2017: Kikk Festival, Invisible Narratives
Presentation: The Monistic Almanac.
Namur, Belgium.

10/11/2017: Anticipation 2017 Conference
Presentation: The Monistic Almanac.
Senate House, London, UK.

01-02/2018: (Re)Distributed Media: Leakage
Seeing-[:like]->a Diagram workshop for MA Graphic Media Design students.
(Benqué, 2018c).
Convened by Paul Bailey.
LCC UAL, London, UK

10/02/2017: Information Experience Design seminar
Presentation: Counting the Future; Unpacking prediction’s “historical burden”
through epic meta-diagramming.
Royal College of Art, London, UK.
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15/03/2018: Colossal Dust: Practices of Obsession and Investigation
Presentation: The Flower and the Future (and the obsessive practice of
investigation) (Benqué, 2018b).
Curated by Marion Lagedamont and Rosie Allen.
This Happened London, UK.

14/04/2018: Navigating Finance and the Imagination
Presentation: The Monistic Almanac.
Collaborative, exploratory, theoretical walking tour of the City of London.
Convened by Dr. Aris Komporozos-Athanasiou and Dr. Max Haiven.

03/05/2018: Art, Materiality and Representation Conference
Presentation: Speculative diagrams: plotting to reclaim algorithmic prediction
(Marenko and Benque, 2018).
Organised by the Royal Anthropological Institute at the British Museum in
London, UK.

15/09 to 17/10/2018: Everything Happens So Much
Exhibtion: The Monistic Almanac printing station & Architectures of Choice
Vol.1: YouTube (first experiments).
London Design Festival 2018.
Curated by Georgina Voss (Supra Systems Studio).
LCC UAL, London, UK.

30/10/2018 Fields of Communication: Nature · Culture · Technology
Presentation: future.shape() (PhD work in progress)
School of Communication, Royal College of Art, London, UK.

22-23/10/2018: Supra Systems Office Rites
Exhibition: The Monistic Almanac electional astrology personalised calendar
printing station.
Curated by Georgina Voss (Supra Systems Studio).
Digital Design Weekend at the Victoria & Albert Museum, London, UK.

19-22/03/2019 Method & Critique; frictions and shifts in RTD -
Research Through Design Conference
Presentation: Speculative diagrams: Experiments in mapping YouTube (Marenko
and Benqué, 2019).
Exhibition: Architectures of Choice Vol.1: YouTube (traces).
TU Delft, the Netherlands

19/03/2019 Guest Lecture
Presentation: Some Diagrams.
Experimental Publishing Master (XPUB)
Piet Zwart Institute, Rotterdam, the Netherlands
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23/05/2019: MiXiT Conference
Presentation: Hyperland, a scam in n dimensions
Lyon, France.

23-27/09/2019: Atlas des Recommendations
Workshop, Architectures of Choice Vol. 2.
École Nationale Supérieure de Création Industrielle (ENSCI)
Paris, France.

18/10/2019: Sonder les dispositifs numériques; Pratiques
archéologiques en art et en design.
Presentation: Diagrams of the Future.
Study day convened by Vincent Ciciliato, Julie Martin, Anthony Masure, and
Carole Nosella.
LLA CRÉATIS, Université Toulouse Jean Jaurès, France.

02/11/2019: IMPAKT Festival: Speculative Interfaces.
Presentation: Architectures of Choice Vol. 1 YouTube
Curated by Marloes de Valk.
Utrecht, the Netherlands.
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Bertin, J (1967), Semiologie Graphique, Éditions de l’Ecole des Hautes Etudes en
Sciences Sociales, Paris, France

251

http://www.aaai.org/ocs/index.php/ICWSM/09/paper/view/154
http://www.visus.uni-stuttgart.de/uploads/tx_vispublications/eurovis14-star.pdf
http://www.visus.uni-stuttgart.de/uploads/tx_vispublications/eurovis14-star.pdf
https://theairpump.davidbenque.com/counting-the-future/
http://suprasystems.studio/downloads/book-chapters/Supra%20Systems%20Book_Chapter%2010_Benque.pdf
http://suprasystems.studio/downloads/book-chapters/Supra%20Systems%20Book_Chapter%2010_Benque.pdf
https://theairpump.davidbenque.com/the-flower-and-the-future/
https://theairpump.davidbenque.com/the-flower-and-the-future/
https://theairpump.davidbenque.com/seeing-like-a-diagram/
https://theairpump.davidbenque.com/seeing-like-a-diagram/
https://www.almanac.com/news/astronomy/astronomy/solar-minimum-approaching-mini-ice-age
https://www.almanac.com/news/astronomy/astronomy/solar-minimum-approaching-mini-ice-age
https://github.com/spotify/annoy
https://erikbern.com/2015/09/24/nearest-neighbor-methods-vector-models-part-1.html
https://erikbern.com/2015/09/24/nearest-neighbor-methods-vector-models-part-1.html
http://sro.sussex.ac.uk/49813/


Biddle, Sam (2016), ‘Troubling Study Says Artificial Intelligence Can Predict Who Will
Be Criminals Based on Facial Features’, The Intercept, https://theintercept.com/
2016/11/18/troubling-study-says-artificial-intelligence-can-predict-

who-will-be-criminals-based-on-facial-features/ (Accessed: 04/09/2019)

Blanc, Julie and Haute, Lucile (2018), ‘Publier La Recherche En Design :
(Hors-)Normes, (Contre-)Formats, (Anti-)Standards’, Réel Virtuel, (6),
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Wolfgang Karl, and Unwin, Antony, Springer-Verlag, Heidelberg

Friendly, Michael (2008), ‘The Golden Age of Statistical Graphics’, Statistical Science,
23(4):pp. 502–535, doi:10.1214/08-STS268

258

http://social.techcrunch.com/2015/10/24/when-facebook-knows-you-better-than-you-know-yourself/
http://social.techcrunch.com/2015/10/24/when-facebook-knows-you-better-than-you-know-yourself/
https://farmersalmanac.com/calendar/
https://archive.ics.uci.edu/ml/datasets/iris
http://inspirehep.net/record/91655/files/slac-pub-1408.pdf
ftp://naif.jpl.nasa.gov/pub/naif/generic_kernels/spk/planets/de430_and_de431.pdf
ftp://naif.jpl.nasa.gov/pub/naif/generic_kernels/spk/planets/de430_and_de431.pdf
https://beakerbrowser.com


Friendly, Michael and Denis, Daniel (2005), ‘The Early Origins and Development of the
Scatterplot’, Journal of the History of the Behavioral Sciences, 41(2):pp. 103–130,
doi:10.1002/jhbs.20078

Fuchs, Christian (2017), ‘From Digital Positivism and Administrative Big Data
Analytics towards Critical Digital and Social Media Research!’, European Journal of
Communication, 32(1):pp. 37–49, doi:10.1177/0267323116682804

Fuller, Matthew (2018), ‘Software Studies Methods’, in The Routledge Companion to
Media Studies and Digital Humanities, ed. Sayers, Jentery, Routledge, New York,
doi:10.4324/9781315730479

Gansterer, Nikolaus (2017), Drawing a Hypothesis, Figures of Thought, de Gruyter,
Berlin, Germany

Gardner, Martin (1958), Logic Machines and Diagrams, McGraw-Hill, New York, NY,
USA

Gauquelin, Michel (1967), The Cosmic Clocks: From Astrology to a Modern Science, H.
Regnery Co., Chicago, IL, USA,
https://archive.org/details/cosmicclocks00mich (Accessed: 26/10/2018)

Gaver, Bill, Dunne, Tony, and Pacenti, Elena (1999), ‘Design: Cultural Probes’,
Interactions, 6(1):pp. 21–29, doi:10.1145/291224.291235

Geuter, Jürgen (2017), ‘Transcending the Algorithm-Data-Dualism’, in Theorizing the
Web, https://tante.cc/2017/04/23/transcending-data-algorithm-
dualism/ (Accessed: 25/07/2019)

Gieseler Greenbaum, Dorian (2016), ‘Arrows, Aiming and Divination: Astrology as a
Stochastic Art’, in Divination; Perspectives for a New Millennium, ed. Curry, Patrick,
Routledge

Gigerenzer, Gerd, Porter, Theodore, Swijtink, Zeno, Daston, Lorraine, Beatty, John, and
Kruger, Lorenz (1990), The Empire of Chance: How Probability Changed Science and
Everyday Life, Cambridge University Press, Cambridge, UK

Gilbert, Annette, ed. (2016), Publishing as Artistic Practice, Sternberg Press, Berlin,
Germany

Ginsberg, Alexandra Daisy (2018), Better: Navigating Imaginaries in Design and
Synthetic Biology to Question ’Better’, Thesis, Royal College of Art,
http://researchonline.rca.ac.uk/3231/ (Accessed: 18/09/2019)

Ginzburg, Carlo (1980), ‘Morelli, Freud and Sherlock Holmes: Clues and Scientific
Method’, History Workshop, 9:pp. 5–36, www.jstor.org/stable/4288283

Gitelman, Lisa (2013), Raw Data Is an Oxymoron, The MIT Press, Cambridge, MA,
USA and London, UK

259

https://archive.org/details/cosmicclocks00mich
https://tante.cc/2017/04/23/transcending-data-algorithm-dualism/
https://tante.cc/2017/04/23/transcending-data-algorithm-dualism/
http://researchonline.rca.ac.uk/3231/
www.jstor.org/stable/4288283


Gitelman, Lisa (2017), ‘Review of Archaeology of Algorithmic Artefacts, by David Link’,
Computational Culture, (6), http://computationalculture.net/review-of-
archaeology-of-algorithmic-artefacts-by-david-link/ (Accessed: 28/11/2018)

Goatley, Wesley (2019), Critical Data Aesthetics: Towards a Critically Reflexive Practice
of Data Aestheticisation, Ph.D. thesis, University of Sussex,
http://sro.sussex.ac.uk/id/eprint/84681/

Goatley, Wesley and Revell, Tobias (2018), ‘Augury’,
http://www.wesleygoatley.com/augury/ (Accessed: 05/08/2019)

Goodfellow, Ian, Bengio, Yoshua, and Courville, Aaron (2018), ‘2.1 Scalars Vectors
Matrices and Tensors’, https://hadrienj.github.io/posts/Deep-Learning-Book-
Series-2.1-Scalars-Vectors-Matrices-and-Tensors/ (Accessed: 14/08/2019)

Google (2012), ‘Google Books Ngram Viewer’, http://storage.googleapis.com/books/
ngrams/books/datasetsv2.html (Accessed: 06/09/2019)

Graphileon (), ‘Graphileon’, https://graphileon.com/ (Accessed: 02/10/2019)

Gray, Jonathan (2016), “‘Let Us Calculate!”: Leibniz, Llull, and the Computational
Imagination’, The Public Domain Review, https://publicdomainreview.org/2016/
11/10/let-us-calculate-leibniz-llull-and-computational-imagination/

Grier, David (2007), When Computers Were Human, Princeton University Press,
Princeton, NJ, USA

Grus, Joel (2015), Data Science from Scratch: First Principles with Python, O’Reilly
Media, Sebastopol, CA,USA

Guy, Amy (2017), The Presentation of Self on a Decentralised Web, PhD Thesis,
University of Edinburgh, http://dr.amy.gy/ (Accessed: 14/02/2019)

Hacking, Ian (1990), The Taming of Chance, Cambridge University Press, Cambridge,
UK

Hagberg, Aric A., Schult, Daniel A., and Swart, Pieter J. (2008), ‘Exploring Network
Structure, Dynamics, and Function Using NetworkX’, in Proceedings of the 7th
Python in Science Conference, eds. Varoquaux, Gaël, Vaught, Travis, and Millman,
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