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Abstract 

 
During thesis brings second-order cybernetics into design research, in the context 

of the Internet of Things (IoT) and ‘smart’ homes. My main proposition is to 

question and critically analyse the embedded epistemology in IoT technology in 

relation to human centred activities.  

I examine how human lives are represented within the quantified approaches 

inherent in current notions of ‘smart’ technology, derived from Artificial 

Intelligence (AI), and characterise this as the Algorithmic Paradigm. I explore 

questions of how complex, lived, human experience is oversimplified in the IoT. 

By adopting an epistemology derived from second-order cybernetics — 

acknowledging the importance of the observer — combined with my ‘IdIoT 

Proposition’, a way of ‘slowing down’ research on a fast-paced topic, I explore 

designing reflectively. 

The IdIoT is a methodological framework characterised by the process of slowing 

down and asking ‘What are we busy doing?’ in order to become aware of 

algorithmic oversimplifications. This methodological approach provides self-

awareness and self-reflection on ‘the way of knowing the world’ to the researcher 

and to the participants, in the context of the Algorithmic Paradigm applied in IoT.  

Through a series of practice-based projects, I use the figure of the ‘SMART’ fridge 

to examine the implications of the Algorithmic Paradigm in the ‘smart’ home. The 

consideration that ‘smartness’ is relational is investigated in Becoming Your 

‘SMART’ Fridge, in which I position myself as the algorithm behind a ‘smart’ 

fridge, using quantitative and qualitative data to make sense and ‘nonsense’ 

outcomes, and exploring householders’ interpretations. In the ‘SMART’ Fridge 

Session, I developed scripted dialogues characterised by active, reflective users, 

and assigned roles in which the ‘smartness’ of the algorithms is explored via 

professional performances and fictitious roles taken on by members of the public.  

The findings reveal the value of second-order cybernetics, acknowledging an 

unpredictable observer and embracing ‘smart’ as relational in interaction with IoT 

technology. They suggest that a shift in perspective is required to create more 

meaningful interactions with devices in the ‘smart’ home, questioning the current 

technological path, challenging the dominant epistemology and proposing 

alternatives. My methodological approach demonstrates how design research and 



 
 
2 

second-order considerations can work together, asking novel questions to inform 

disciplines with an interest in the IoT, both from a design perspective and in terms 

of broader implications for society. The work has value for design, HCI, Critical 

Algorithm Studies, and for technical developers involved in the creation of IoT 

systems.   
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Preface   
 

 
A good way to introduce my PhD is an exploration of my background, and the 

reasons I ended up writing this thesis.  

 

Before university I was interested in art and architecture. When I was 18 I asked 

myself: ‘how do abstract thoughts emerge from cells?’ As I felt studying biology 

might help me find the answer, I took a BA in Biological Sciences at the 

Universidad Católica de Chile. After 5 years of studies I realised that my original 

question was silly and impossible for me, at least, to answer: the phenomenon of 

‘thinking’ was simply too complex, yet, the years of my BA were not lost, giving 

me an understanding of systems and an appreciation of the brain’s complexity, 

interrelations and scales. Needless to say, the mystery remains.  

 

While studying biology I concentrated on neuroscience; however, because of the 

scientific method’s dominance, and the specificity that contemporary high impact 

journals require, it was very difficult to link the different domains and scales of the 

phenomenon of ‘thinking’ (e.g. molecular, cellular, cognitive, psychological etc.), 

being ‘neuronal physiology’ (which is mostly focused on the electrical properties) 

the closest that I got into the cognitive complexities. 

 

My undergraduate dissertation was on the neurobiology of emotion. The 

experiments I conducted for it employed an event-related potential EEG study, 

which measures the brain activity of a specific event. Experiments were conducted 

while patients (smokers and non-smokers) were watching images in a computer at 

the laboratory, and attempted to ascertain how the modulation of emotional context 

affects the attentional processes of observing related nicotine-cues.  

 

Sometime after, I began to doubt the reductionism of such an approach, and 

became aware of the conditions in which the experiments were made. Though I did 

not pursue a scientific career, during my studies I was able to see the complexities 

and the interrelations of various systems with different scales (from genetics to 

ecology, from animals to bacteria).  
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After finishing my BA, I went to Stockholm to study an MFA. It was an interesting 

base on which to land after biology and as I was the only scientist I had the chance 

of meeting students from disciplines like architecture, landscape architecture, 

product design and graphic design. The context of Sweden in 2010 was also 

interesting: this was the time when Apple’s iPhone was gaining popularity, and 

nowhere was this more pronounced than Sweden which had the highest adoption 

and implementation of advances in Information and Communications Technology 

(Global Information Technology Report, 2011).   

 

Spurred on by curiosity about this technological landscape, I presented a paper at a 

conference called ‘Fragile’ at Sint-Lucas University’s architecture faculty in 

Belgium. After the conference, I considered taking a PhD at Sint Lucas University; 

I was still interested in architecture, and while considering this I met Dr. Ranulph 

Glanville who encouraged me to go to the RCA. I was encouraged to develop a 

second-order cybernetics approach, at first by Dr Ranulph Glanville, and later, by 

the constant conversational input of Dr Paul Pangaro, who became my external 

supervisor after Ranulph passed away, in late December 2014.  

 

My involvement with Dr Ranulph Glanville led me to become a member of the 

American Society for Cybernetics (ASC), which was very important to the 

direction of my study and this PhD. The ASC’s intellectual environment changed 

the way I view the world and led to my interest in the ‘observer’. This field, 

especially second-order cybernetics, influenced the main theoretical and practical 

framework of this PhD.  

 

At the RCA I joined the Innovation Design Engineering department, which I hoped 

would help me move beyond my scientific training by throwing me into practice-

based design research, an area where the criteria of repeatability and objectivity 

had no place. During the first year, my first experience of the field of design, I 

joined several courses with MA students, which aided my exploration of the 3D 

world.  
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The challenges I faced in my design-practice research were not limited to working 

with the physical space through projects, but also negotiating the ways in which 

theory informs practice and vice versa. As new knowledge had to emerge from the 

design research practice, in conversation with theory, I spent a lot of time in a state 

of confused paralysis during my PhD, unable to act, lost as I was between the poles 

of practice and theory.   

 

This conversation for a long time, made no clear sense. My survival in this 

episodic process was made possible by the constant presence of Dr Ranulph 

Glanville who never gave up encouraging me to “start doing!” as “the knowledge 

will emerge from there!” 

     

In relation to my PhD subject, I arrived to the RCA with an interest in Ubiquitous 

Computing and the complexities of ‘computing being in the background’. During 

my PhD, beginning in 2012, the Internet of Things (IoT) became a very popular 

subject. With concerns about the IoT’s algorithmic logic, against the rapid growth 

of products claiming to be ‘smart’ when dealing with central human activities, I 

decided to concentrate my analysis of the IoT in the ‘smart’ home specifically 

when it related to central human activities.  

 

There is a connection between my concerns about the reductionism of the 

scientific method and my examination of the ‘smart’ home. In my investigations, 

I was concerned with the technology’s design and the possible repercussions of 

the (over)simplification of human nature, inherent within IoT technology. In 

response to this, I employed the theory of second order cybernetics, which 

provides me with tools for investigating the subject while observing my own 

investigation.  

 

Throughout in this thesis I will often refer to the appendix ‘IdIoTivity’ such as 

interviews and dialogues.  
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I also feel it is important to tell you, as the reader, that the constraints of the 

RCA’s practice-based design PhD format have presented me with further 

challenges and endless dilemmas as I have written up my work. This 

experimental PhD practice is something new for me and has been something I 

have used to explore and build theory rather than an end in itself. As such, I have 

not been able to cover everything I would like to have done in this thesis, within 

the word limit, and there are many areas which I believe deserve a much more 

detailed treatment in the future, in another format or venue.   
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Glossary 
 
Smart:  

Throughout this thesis I question the word smart; here I contest the definition from being defined 

as a commodity stored in a computer versus smart as a relational concept (both human and 

algorithm are responsible for the smartness of the interaction). For this reason ‘smart’ is being 

used in quotation marks in order to reinforce and highlight the complexity of the word. I will also 

characterise the word by using lower and upper case—upper case ‘SMART’ meaning that the 

word is being contested in my research projects (when I am questioning the term). The discussion 

of the term ‘smart’ can be seen throughout Chapters 3 and 6. 

 
IdIoT:   

The‘figure of the IdIoT’ refers to the role of a self-aware researcher (or participant) where the 

researcher slows down and asks ‘What are we busy doing?’ in relation to the Algorithmic 

Paradigm involved in IoT technology. By bringing ‘the figure of the IdIoT’ into design research, 

the IdIoT is used as an instrument for revealing algorithmic oversimplifications and to see 

nuances of the algorithmic processes involved in the algorithmic decision-making. The IdIoT’s 

methodological approach provides self-awareness and self-reflection of ‘the way of knowing the 

world’ to the researcher in the context of the Algorithmic Paradigm applied in IoT; this results in 

the creation of a new set of questions. The description and origins of ‘the IdIoT’ can bee seen in 

Chapter 4. 

User:  

In this thesis, the term ‘user’ is used to describe the human component in a human-IoT 

interaction. In my research, it has no commercial bias. I am aware that the term ‘user’ is a 

problematic term; while in my research I have not directly discussed approaches such as 

Woolgar’s (1990) notion that ‘the user is configured by the technology’, I want to make clear that 

in my research the ‘user’ is interpreted as a complex human instead of a passive consumer. In 

Chapter 3, I also discuss the use of the word observer as a synonym for user in a second-order 

cybernetics context.  
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Observer: 
This concept, derived from second order cybernetics, refers to the active presence of the provider 

of the information. As Glanville (2003, p22) notes, “second order cybernetics considers (rather 

than ignores) the observer, studying observing as opposed to observed systems, insisting the 

observer takes centre stage”. He goes on: “The observer contributes and, since it is impossible to 

access what we observe without being an observer, that which is observed is unclear. Is there an 

object in an external reality? If so, what can we know of it, since our knowing always depends on 

us, and we can never subtract our presence?” 

Human central activities: 

 In this thesis I consider ‘central human activities’ as a range of actions (behaviours) which 

embrace biological activities (e.g. sleeping, eating, physical activities) which are related to more 

ineffable psychological activities such as feelings, motivations, the idea of caring, and so on. 
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Figure 1.1: The context of my PhD. Over the course of my research,                       

I progressively narrowed my scope from ubiquitous computing, through               

the Internet of Things, to focus on ‘smart’ homes, specifically adopting                 

the ‘smart’ fridge as a case study. 
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Chapter 1: Introduction 
 
In this chapter I situate my research context. Firstly, I describe the background to 

the Internet of Things (IoT)—Ubiquitous Computing. Secondly, I outline IoT 

technology with a historical approach rather than a technical description, and I 

focus the discussion onto the specific subject of my research: IoT in the domestic 

space. Finally, I situate my research in academic design research. 

Throughout this thesis, it is important to note that I do not approach the subject in 

computer science or engineering terms; instead I focus on conceptual (theoretical) 

operations, the general logic and practical repercussions, from the perspective of 

design research. 

This thesis will not offer design or technology ‘solutions’, but instead my 

proposition is to question and think critically about the embedded epistemology in 

IoT technology in relation to human centred activities. It is also important to note 

the constraints of the design practice-based PhD format: this is a relatively short 

thesis, and that limit imposes restrictions on the level of detail I have been able to 

go into with certain subjects.    
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1.1 Precedent of the IoT: The Age of Calm Technology  

 Ubiquitous Computing (UbiComp) is an important precedent for the emergence of 

the Internet of Things (IoT). Figure 1.1 shows how UbiComp provides a 

background context for my research.  UbiComp emerged at Xerox PARC, a 

Silicon Valley research centre, in the late 1980s when Mark Weiser (1991) 

introduced the concept, describing it as the next era of personal computing.  

Weiser (1991) defined UbiComp as a post-desktop model of human-computer 

interaction (HCI), in which information processing is integrated into everyday 

objects and activities. As Weiser (1991) noted in the early 1990s, “we are trying to 

conceive a new way of thinking about computers in the world, one that takes into 

account the natural human environment and allows the computers themselves to 

vanish into the background”. Weiser and Seely Brown (1996) described this 

scenario – of technology receding into the background of our lives – as ‘The Age 

of Calm Technology’.1  

Weiser (1991) indicated in ‘The Computer for the 21st Century’ that UbiComp 

required “cheap, low-power computers that include equally convenient displays, a 

network that ties them all together, and software systems implementing ubiquitous 

applications”. Nowadays, more than two decades after Weiser wrote the above, 

Internet connectivity can be seen as a network between computers and people and 

everything else that is connected, including sensors and devices. Tiny, cheap 

microprocessors are indeed embedded in various spaces and objects. In 2015 the 

International Telecommunications Union declared a ‘new era of ubiquity’, 

characterised by connections between humans and things, and between things and 

other things (ITU, 2015)— the ‘Internet of Things’ (IoT) had arrived, and had 

begun to permeate many aspects of daily life.  

The impact the advancement of IoT technologies will have on our lives should not 

be underestimated, it may bring bring potential benefits and, inevitably, 

challenges. In this context, it is important to note that even in the late 1990s, 

Weiser and Seely Brown (1997, p.75) had already noticed that importance lay not 

in the technology itself, but its relationship with humans. 

 
                                                
1 Case (2016) notes how the ‘continuous alerts’ of today’s world of smartphones and much 
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1.2 The Internet of Things (IoT) 

The term ‘Internet of Things’ was coined in 1999 by MIT researcher Kevin 

Ashton. According to Ashton (2009), it started life as the title of his presentation 

made at US consumer products company Procter & Gamble in 1999, describing 

how wireless (RFID) tags could link products in P&G’s supply chain to the 

Internet. In statistical terms, Gartner (2014) has estimated that 25 billion connected 

‘things’ will be in use by 2020, while Cisco projected that in 2020, 50 billion 

objects would be connected (Evans, 2011). The disparity in the figures does not 

necessarily reflect a downward revision after a three-year gap; it signifies how 

quickly the field is emerging, and the uncertainty that comes with that speed. 

The IoT can be defined as a system in which everyday objects are digitally 

identifiable and programmable, and connected to the Internet. These connected 

objects are able to send (and often, but not always, receive) data, connect to other 

devices, and respond to the algorithms that govern them, often acting without 

human intervention. Since the late 1990s, and the incorporation of precise sensors 

and processors into objects, IoT technology has started to permeate our immediate 

surroundings and, even, our bodies.  

An example of an IoT application in the body is the ‘Quantified Self’, a movement 

formed in 2007 by Wired magazine's Gary Wolf and Kevin Kelly, which started as 

a blog called “Quantified Self: Self knowledge through numbers”. Its aim was 

‘tracking the self’ and, consequently, ‘developing self-knowledge’ (Wolf & Kelly, 

2007).2  

The Quantified Self is characterised by the adoption of wearable, connected 

devices in which, through sensors, a constant measurement and monitoring of 

several aspects of human life takes place, with online data analysis, aggregation 

and sharing (with companies as well as other users). Examples include fitness 

trackers, ‘smart’ watches and other health monitoring devices. While from a 

consumer perspective, the Quantified Self may be differentiated from the IoT in 

general, the networked dimension, with online analysis and the aggregation of 

individual users’ data into ‘Big Data’ sets, places the Quantified Self largely within 

the IoT domain.   

                                                
2 The purpose, as described in the ‘quantified-self’ blog:  “our mission is to support new discoveries about 
ourselves and our communities that are grounded in accurate observation and enlivened by a spirit of friendship”.  
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Applications of IoT in our surroundings include the monitoring of environmental 

variables (e.g. pollution), the optimisation of urban functions, like waste collection 

(e.g. ‘smart’ bins notifying municipal services when a bin needs emptying), and 

are often incorporated into the wider idea of ‘smart’ cities. Successful IoT 

applications can also be seen in industry, due to advantages for optimisation, 

efficiency, tracking (e.g. via RFID), managing resources and  reducing costs.  

However, in our domestic lives, the vision of the ‘smart’ home, in which IoT 

technology enables both data collection and automation in relation to many aspects 

of everyday life, has not, so far, received widespread adoption or acceptance; the 

emergent market at present is characterised by a piecemeal array of gadgets, some 

incompatible, some apparently unnecessary, and many arguably over-complicated. 

In Chapter 5, I compare some of the features of ‘smart’ fridges currently on the 

market, and some that are discontinued, showing how complicated and feature-

laden some of these are. As Arieff (2015) points out, “in the smart home the 

tendency has been to throw excess technological capability at every possible 

gadget without giving any thought to whether it’s really necessary”.  

As the IoT starts to permeate many important aspects of our lives, from 

quantification of our health to monitoring of our homes, it is potentially leading to 

a different relationship with computation and our surroundings.  This aspect of IoT 

is ripe for investigation; as Nicol and Bremner (2014, p.68) note:  

most scenarios  for domestic life have not factored in the advent of 

digital technologies, other than operationally (connection and 

bandwidth). This is an important omission because the digital has 

no respect for 

inside or outside, private or public, work or leisure,  night or day,  

normal  behavior or abnormal behavior, and so on. 
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In this context, from a sociological perspective, Wajcman (2015, p.131), explains 

the difference between domestic and industrial efficiency by their differing 

optimisation ideals:  

domestic spaces are subject to a quite different set of considerations than 

those governing the offices, factory floors and workplaces, within which 

information technologies have conventionally been deployed… while the 

dominant logic of capitalist workplaces is that of efficiency and 

profitability, a different logic governs the domestic life, one that is 

emotional and moral rather than quantitative. 

This suggests the importance of research into the ‘smart’ home, considering the 

systemic implications beyond the primarily technical domain of efficiency and 

problem-solving. There is a need for an understanding of the implications of the 

presence of IoT technology within our lives and homes. In the next section, I 

explore the context of the ‘digitalisation’ of the domestic space and characterise 

the current technology market. 
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THIS IS MY HOME 

No doubt. This is my home 
I happen here, here 
I cheat immensely  
This is my home stopped in time. 
Autumn arrives and defends me, 
Spring comes and condemns me. 
 

I have one million guests 
They laugh and eat, 
copulate and sleep, 
play and think, 
million guests who are bored 
and they have nightmares and nervous breakdowns. 
 

No doubt. This is my home. 
All dogs and steeples 
pass in front of it. 
But my house is hit by rays 
and one day it will break in two. 
And I do not know where to take shelter 
because all doors lead to the outside world. 

Mario Benedetti, 1998 

Translated by Delfina Fantini van Ditmar3 

 

 
 
 
 
                                                
3 None of the English translations that I found represented my understanding of the poem in Spanish.  
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1.3 Digitalisation of our lives: IoT in the Domestic Space  

In my research I explore IoT technology in the context of the connected home, 

often referred to as to the ‘smart’ home. Early attempts at home automation 

includes the self-cleaning ‘GABe house’ (Figure 1.2), created in 1984 by Francis 

Gabe (Leigh, 2002).  

The development of ‘smart’ home appliances started with several initiatives 

developing connected objects, such as John Romkey’s 1989 ‘Internet Toaster’ 

(Figure 1.3) or the first online refrigerator (Figure 1.4) a decade later in 1998 

(Rees, 2015, p.104).  

 

Figure 1.2: Francis Gabe’s ‘self cleaning house’ (1984). “The self-cleaning 

building construction comprises apparatus for applying a fine spray or mist of 

water and/or water and detergent to wall, floor and ceiling surfaces, followed by 

warm air drying. Floors slope in a direction for removing excess moisture via a 

drain. Also included are closet apparatus for cleaning clothing, cupboard-

dishwasher apparatus for cleaning stored dishes, self-cleaning bathtub apparatus, 

and self-cleaning washbasin apparatus” (Glink, 2014). Source: US Patent Office. 
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Figure 1.4: In 1989, using TCP/IP networking John Romkey connected  
a Sunbeam Toaster to the Internet. 
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Figure 1.4: LG Internet Digital DIOS internet refrigerator.4 “You probably didn’t 

own it, not because of the $20,000 price tag, but because, well, who in their right 

minds needed a $20,000 refrigerator that was internet-enabled? That was then, 

this is now. The “Internet of Things” is making devices like internet refrigerators 

more mainstream today because consumers are hyper-adopting new technology 

and marketers are engaging in digital disruption” (Parry, 2015).  Source: 

Lgblog.lt 

 

With technological advancement and reductions in the cost of processors, network 

capability and sensors, there has been rapid expansion in the development of IoT 

devices. These connected devices, brought into our intimate space, constantly 

sense data. The objects often have ‘smart’ features, ranging from automating, 

controlling, and monitoring the device itself, to learning users’ behaviour and 

making suggestions.  

Nowadays the ‘smart’ home market is a fast growing industry: major retail 

companies are getting into the business by releasing ‘smart’ objects. This is 

reflected by a boost in ‘smart’ home advertising.  In his book The Epic Struggle of 

the Internet of Things, Bruce Sterling (2014, p.11) refers to the ‘Big Five’ 

                                                
4 Dios in Spanish means ‘God’ 
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companies in the IoT business: Google, Apple, Facebook, Amazon and Microsoft, 

who, despite their core business not apparently being in this space, have significant 

influence over the ways in which the IoT is being enacted from the consumer 

perspective. The ‘smart’ home marketplace is showcased annually at the Consumer 

Electronic Show (CES) in Las Vegas (Figure 1.5).  

 

 

Figure 1.5: Samsung Electronics booth at CES 2015. “What does the Internet of 

Things mean for daily living? The main attraction at this year’s CES booth is The 

Possibilities of IoT. A central smart hub shows visitors what a future home would 

act like – it is responsive, protective, flexible and innovative.” Source: MDlab.com 

Examples include areas such as home security (e.g. the Dropcam ‘smart’ camera, 

owned by Google), heating control (e.g. Nest thermostat, also owned by Google)  

(Figure 1.6 and 1.7), lighting automation (e.g. Philips Hue, part of Apple, Figure 

1.8) and various ‘smart’ household appliances.  
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Figure 1.6: A Nest home. Nest Learning Thermostat and Nest Cam Video 

Monitoring Camera. Source: Nest.com 

 

Figure 1.7:Dropcam advertisement. Source: Nest.com.  
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Figure 1.8: Philips Hue. “Philips Hue can welcome you home. Wake you up. Get 

you energized. Make you feel safe. Improve your mood. Enhance your 

entertainment experience. It can even keep you informed about the weather or 

incoming calls. The possibilities are endless once you start exploring.” Source: 

Meethue.com 

‘Smart’ household appliances constitute a large market, characterised by products 

like ‘smart’ fridges, washing machines, ovens, kettles and toilets (e.g. Satis, Figure 

1.9). Included in the home objects category are ‘smart’ toothbrushes (e.g. Kolibree, 

Figure 1.10), vacuum cleaners (e.g. Roomba) and even rubbish bins (e.g. Bruno, 

Figure 1.11).  

 

Figure 1.9:  Satis toilet. The Satis Android app allows you to raise and lower the 

lid, operate the bidet function, play music, deodorise and flush the toilet. Source: 

Digitaltrends.com 
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Figure 1.10: Kolibree “The Fun, Intelligent & Beautiful Toothbrush”. The app 

interprets qualitative & quantitative information about the kids' and their brushing 

habits. Source: Kolibree.com 
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Figure 1.11: The app accompanying Bruno, a ‘smart’ bin. “Bruno can also be 

opened hands free - even when yours aren't. Simply motion your hands across the 

top to open the stainless lid.” Bruno uses sensors to detect when dust is brushed 

close to it and sucks it up. Note the assumptions about household gender roles. 

Image: Source: Brunosmartcan.com 

 

The IoT market also features ‘smart’ home hubs, such as ‘Mother’, intended to link 

data from multiple devices and provide central control. In the shape of a Russian 

matryoshka, this IoT life-coach is characterised by the tagline “Mother knows 

everything” and by its brand motto “the meaning of life” (Figure 1.12).  Mother’s 

sensors allow the user to monitor whatever they want and visualise the resulting 

data. Mother also reminds users about their activities (Figures 1.13).  

 

Figure 1.12: The motto of Sen.se, the company behind Mother: “the meaning of 

life” Source: sen.se/mother/ 

 

 



 33 

 

 

 

 

Figure 1.13: Mother’s examples of “smartifying everything” marketing campaign. 

Source:sen.se/mother/ 

Other IoT innovations include Amazon’s Dash Buttons: WiFi-enabled buttons that 

the user can place around the house to automatically re-order household products 

(e.g. on the washing machine, to reorder detergent) (Figure 1.14). 
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Figure 1.14: Amazon’s Dash Buttons. “Amazon's Dash buttons help you order 

items the moment you run out so that you're not forced to make a second trip. 

Heck, you don't even have to make a first trip… They are easy to use and they 

quickly become a no-brainer for any [Amazon] Prime member.” When the Dash 

button is pressed the order is placed via the Amazon App (Steele, 2015). Doritos 

have recently been added, presumably through consumer demand. Source: 
Washingtonpost.com and Time.com 
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In recent years, big technology companies have released home automation 

platforms to monitor and control the surroundings, such as Samsung’s 

SmartThings (Figure 1.15) and Apple’s HomeKit. In 2015 Google announced the 

IoT operating systems Brillo and Weave. These systems promise to control any 

device with a wireless connection.  

 

Figure 1.15: Samsung’s SmartThings: “The SmartThings Hub is the heart of your 

smart home. It connects wirelessly with hundreds of compatible smart devices, 

allowing you to monitor, control and secure your home from anywhere.” Source: 

Samsung.com 

There is also a market comprised of object communication systems, such as  LG’s 

HomeChat, which allows one to communicate with smart appliances (Figure 1.16), 

and ‘smart’ assistants, like Amazon’s internet-connected speaker Echo (Figure 

1.17). 
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Figure 1.16: LG’s SMART THINQ™. “With LG HomeChat, you can now 

communicate with your smart appliances in the most effortless, conversational 

manner. Simply send an instant message to LG HomeChat via smart phone 

messenger app LINE to control and communicate with your appliances remotely. 

Download family-pleasing recipes from your range, turn on your washer/update 

cycles, and even command your robot vacuum to clean your living room carpet 

and kitchen floor. And all this can be accomplished whether you're entertaining in 

the backyard”. Source: Lg.com 
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Figure 1.17: Amazon’s internet-connected speaker Echo.  

“Alexa—the brain behind Echo—is built in the cloud, so it is always getting 

smarter. The more you use Echo, the more it adapts to your speech patterns, 

vocabulary, and personal preferences. And because Echo is always connected, 

updates are delivered automatically”.  

“Skills add even more capabilities like ordering a pizza from Domino's, requesting 

a ride from Uber, opening your garage with Garageio, and more. Enabling skills 

lets your Echo do even more—simply discover and enable the skills you want to 

use in the Alexa App.” Source: Amazon.com 

As can be seen from the above descriptions of ‘state of the art’ IoT technology, 

there have been several changes in the way the technology operates in relation to 

its surroundings and users since its origins in the 1990s, when it was characterised 

by adding information into RFID tags and in automating mechanical functions. 

Behind ‘smart’ objects there are companies and software with algorithmic 

strategies. In Chapter 3, I describe the main shift in IoT interaction and its 

algorithmic logic, and introduce what I call the Algorithmic Paradigm.5 

 

 

 

 

                                                
5 The depiction of the technology in the early 1990s mainly considered the idea of a tractable object, that memory 
and the possibility of information of an object to be stored in the RFID. Weiser was seemingly far from imagining 
the emergent fields of Big Data, machine learning or Behavioural Analytics within the scope of his Ubiquitous 
Computing. 
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Since the IoT home automation market is expected to witness significant growth, it 

is important to understand how the technology functions; yet many users do not 

understand how ‘smart’ devices operate, where the data they harvest is processed 

or stored, or who is behind their ‘smart’ outcomes (see Rowland et al, 2015).  

The climate of technological advancement of IoT thus raises new challenges in our 

relations with technology, which are important to investigate. 
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1.4 Situating the research 

The Internet permeates many aspects of our lives. The interrelation of humans and 

technologies, as well as the impact and implications of new technologies on our 

surroundings, suggests the need for new conceptual frameworks. As such, there is 

value in examining these relationships beyond merely the technical aspects, and 

this is the way I approach the field in my research. 

This penetration of networked technologies into our environment and culture is 

part of the discussions in several fields such as the digital humanities, media 

theory, critical studies, sociology, and increasingly in art and design, among other 

disciplines. Software studies emerged from critical studies and media theory, and 

is influenced by sociology (Figure 1.18). 

Within software studies, an emergent research area is critical algorithm studies (I 

specifically explore algorithms in Chapter 3). This field relates the analysis of 

algorithms to politics, law, sociology and digital humanities. The focus of this 

growing field is to analyse the interrelations between algorithms and society, their 

implications and sociocultural context.  

 

Among the issues identified by Gillespie and Seaver (2015) which I find 

particularly relevant to my interest are: 
 

● "Algorithms have embedded values / biases, lead to 

personalization / social sorting / discrimination" 

 

● "With algorithms come rationalization / automation / 

quantification, and the erasure of human judgment / complexity / context" 

 

● "Algorithms fit with, and help advance, specific ideological 

worldviews " 

 (Gillespie and Seaver, 2015) 

These ideas inform my thesis and specifically the research questions I address 

through my projects (see Section 1.5). Chapter 3 introduces my approach to 

algorithms, while Chapter 5 explores these issues as part of my projects.    
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Figure 1.18: Positioning my research in the IoT field—drawing on discussions and 

concepts from critical studies, Human-Computer Interaction (HCI), Artificial 

Intelligence (AI) and design. My approach sits between these fields, but applies 

perspectives from second-order cybernetics and design research. 
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1.4.1 Questioning technology 

Outside of the IoT specifically, there is a growing interest in Critical Design, 

highlighting and responding to the potential challenges in HCI and technology-

driven design more widely. There are also several alternative design approaches 

aiming to exposing problems rather than solving technological issues.6 These areas 

of design can be characterised by the use of speculation, fictional narratives, 

political debate, and generally questioning technology (Pierce, 2015). As Pierce 

(2015, p.8) notes, this work has been presented under various names, including 

Critical Design, Design Fiction, Adversarial Design, Reflective Design, Ludic 

Design and Speculative Design.        

Critical Design has been explored since the 1990s; the idea was first defined in this 

way in 1997 by Anthony Dunne’s PhD thesis, Hertzian Tales: An Investigation 

into the Critical and Aesthetic Potential of the Electronic Product as a Post-

Optimal Object. This approach, developed by Dunne and Fiona Raby, is 

characterised by a design stance that questions and challenges the status quo which 

considers technological design as a market-focused, instrumental and 

commercially-driven practice. Initially this focused on exploration of the 

possibilities of the electronic medium, but as further developed, a wider scope of 

scientific and societal developments were included. Critical Design is described by 

Dunne and Raby (2002, p.58) as “design that asks carefully crafted questions and 

makes us think.” In the FAQ section on Raby and Dunne’s webpage,  is a section 

with the question ‘What is critical design?’ 7  
 

 

 

 

 

 

 

                                                
6
 In the context of UbiComp and HCI, there are several design initiatives, which call upon critical and alternative 

approaches to design interaction. Examples include: The Interactive Institute in Sweden, Design Informatics at the 
University of Edinburgh and the Experience Design research group from Folkwang University, Germany to 
mention a few. 
  
7 Dunne, T & Rabby, F., Critical Design FAQ. Dunneandrabby. Available at: 
http://www.dunneandraby.co.uk/content/bydandr/13/0 [Accessed 21 April 2016]  
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 Critical Design uses speculative design proposals to challenge narrow 

assumptions; preconceptions and givens about the role products play in 

everyday life. It is more of an attitude than anything else, a position rather 

than a method. There are many people doing this who have never heard of 

the term Critical Design and who have their own way of describing what 

they do. Naming it Critical Design is simply a useful way of making this 

activity more visible and subject to discussion and debate. 
 

As Pierce (2015, p.26) indicates, since the introduction of the term by Raby and 

Dunne, the meaning and usage of Critical Design has been expanded by the design 

research community, and can described as Post-Critical Design. Raby’s and 

Dunne’s own approach shifted towards Speculative Design. This is based on the 

idea that the work is often presented via fictional scenarios (incorporating some 

kind of speculation in the outcome) as a way to provoke discussion. Frequently 

these scenarios revolve around new technologies and controversial scientific topics 

such as synthetic biology. This approach suggests that exhibitions and events are a 

persuasive means for an engaged dialogue around a subject.   
 

Ludic Design is a proposition where designers explore computational technology 

through ludic strategies — playfulness. As William Gaver puts it (Gaffney, 2007), 

a ludic approach recognises that there are “ways of appreciating the world or 

engaging with the world that aren’t goal oriented”, despite the fact that “more and 

more technology and design in general is conceived of in terms of promoting task 

performance”.  
 

Using design as a way to do something other than improve efficiency or achieve 

specified goals is central to many of these alternative areas of Critical Design and 

technology, for example Design Fiction, a term coined by Bruce Sterling and by 

Julian Bleecker. According to Sterling (2009) “when science fiction thinking opens 

itself to design thinking, larger problems appear. These have to do with speculative 

culture generally, the way that our society imagines itself through its forward-

looking disciplines”. Bleecker (2009, p.6) describes it as “conflation of design, 

science fact, and science fiction”. 
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Another critical design approach, with a more overtly political background, is 

Adversarial Design, which is described by Carl DiSalvo (2012, p.12) as “both a 

way of doing the work of agonism through designed things and a way of 

interpreting designed things in terms of their agonistic qualities”. According to 

DiSalvo (2012, p.12-13), designed objects can “function to prompt recognition of 

political issues and relations, express dissensus, and enable contestational claims 

and arguments.” While there is much overlap with other areas of speculative and 

critical design, DiSalvo emphasises inherent agonism within the work—design 

which is meant to provoke and even maintain disagreement and debate, following 

the idea of agonism as central to democracy.     
 

Reflective Design, developed by Phoebe Sengers and colleagues, constitutes 

another critical approach towards HCI specifically. Based on critical theory, 

Sengers (2005, p.49) defines reflective design as an approach in which the 

designer reflects on unconscious values embedded in technology and the practices 

that it supports. Sengers (2005, p.55) suggests that designers should use reflection 

to uncover and alter the limitations of design practice and re-understand their own 

role in the technology design process. According to Bowen (2007), Dunne and 

Raby's approach appears to be about asking questions, while Sengers' proposition 

seems to be more about producing "better answers".  
 

1.4.2 Research through design 

The research I describe in this thesis is a form of design critique, but is not 

explicitly ‘critical design’ within the Dunne and Raby paradigm. My theoretical 

approach comes largely from second-order cybernetics (see Chapter 3), in 

conjunction with a design research approach, applied to the field of Ubiquitous 

Computing and HCI, specifically by focusing on IoT technology.  
 

Archer (1995, p. 11) suggests that “there are circumstances where the best or only 

way to shed light on a proposition, a principle, a material, a process or a function is 

to attempt to construct something, to to enact something, calculated to explore, 

embody or test it”, and it is this approach to design research, or indeed research 

through practice (in Archer’s term), which I have taken in my work—primarily, 

enacting situations to embody and explore propositions.  
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In a design context, I am especially interested in focusing on knowledge and not on 

a tangible ‘product’ as an outcome; I align with Frayling’s (1993, p. 5) indication 

that in design research, the aim of design is “knowledge and understanding”, as a 

characterisation of research through design, in distinction to ‘researched design’ or 

research about design.8  
       

1.4.3 My approach in this thesis 

My research has several similarities with the fields discussed above. Connections 

include the fact that my focus is not on optimisation, usability or efficiency. I also 

employ similar tools, such as speculation, simulation, scepticism and some fiction. 

Some people may even consider that the work described in this thesis has a ludic 

aspect, which has led to discussion around the subjective experience of such work 

by different audiences and participants. Regarding speculation, I did not focus on 

‘what technology is like’ or ‘what it could be like’, or propose utopian or dystopian 

solutions. However, my work has a distinctly critical approach, and it is reflective, 

resonating with design outcomes intended to ‘make us think’ as Dunne and Raby 

stress.  
 

I also use similar strategies to Speculative and Critical Design, such as displaying 

my work in galleries or developing public engagement events, which question the 

emergent technology; however, my approach differs because I do not leave the 

subject and the discussion at the stage of the exhibition (once the object was 

displayed) and therefore do not stay in the stage of problematising a situation, or 

even thinking about the status quo; rather, mine was a constant exploration of the 

subject, followed by an analysis of the outcome. 

 

 

 

 

 

 

 

 

                                                
8
 Wolfgang Jonas is another relevant author focusing on ‘Research through Design’ (see Jonas, 2006). 
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1.5 The audience for this thesis, and the questions explored 

This thesis is aimed at academic researchers in design, HCI, cybernetics and 

emergent critical fields examining the interaction of algorithms and society. It 

contributes to knowledge in these areas in a number of ways, as described in 

sections 7.1 and 7.3. For design and HCI research, benefits include the 

demonstration of positioning myself as an algorithm (Section 5.1), which offers a 

new practice-based design research method for engaging with algorithmic systems, 

alongside a methodological approach of ‘slowing down’ in relation to a fast-paced 

topic, through questioning the embedded epistemology designed into IoT 

technology (Chapter 4); while for cybernetics, I bring a second-order cybernetics 

epistemology to consideration of the IoT, and vice versa—bringing the IoT into 

second-order cybernetics as a new scenario for the field to consider.  

The thesis also offers insights for designers and developers involved in IoT and 

‘smart’ home technologies, informing practice by drawing attention to the 

epistemological implications and methodological approaches when dealing with 

IoT technology.  Section 7.2 examines these aspects in more detail.   

This chapter has introduced the context of the IoT and the ‘smart’ home as an area 

for investigation. My conviction is that within the current technological context, it 

is important that design research investigates not only the role of the IoT in 

shaping society and culture, but also in understanding the epistemological, political 

and economic forces shaping development of the technology itself. Following 

further theoretical and practical development described in Chapters 2, 3 and 4, to 

address these issues I developed a series of practice-based design projects in which 

I investigated the IoT implications for human interaction, and especially the 

epistemology embedded in IoT technology, using the figure of the ‘SMART’ 

fridge, and people’s interactions with it, as an object of investigation.  
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The central research questions which emerged from the pilot projects, literature 

and practice reviews, and theoretical framework described in the next three 

chapters, are thus: 

● What are the possible implications of the Algorithmic Paradigm and AI 

mentality embedded within the ‘smart’ home? (explored in Section 5.1) 

● What would happen if we design with an alternative epistemology, in this 

case second-order cybernetics? (explored in Section 5.2.3) 

● How does the fact that there is an epistemological stance embedded, affect 

people’s interactions with the technology? (explored in Section 5.2.3) 

 

In the next chapter I describe initial practice-based pilot projects investigating an 

initial scoping of the general area of ubiquitous computing and the IoT. 
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Chapter 2:  Pilot projects 
 

2.1 Introduction 

 

I was initially interested in Weiser’s (1991) idea of the ‘Age of Calm Technology’, 

“when technology recedes into the background of our lives”. This chapter 

describes two practice-based explorations of Ubiquitous Computing (described in 

Section 1.1), which helped me in scoping relevant issues and narrow my focus 

towards the domestic space and ‘smart’ homes.  

In the first project I questioned the idea of Ubiquitous Computing being in the 

‘background of our life’. The second project relates more directly to IoT 

technology, as my interests had developed toward that subject. In the context of a 

public engagement event, I developed a project that placed the public in 

confrontation with the components and the experience of IoT technology. 

Finally, I describe my own experience of using an IoT ‘Quantified Self’ fitness 

tracker, and reflect on what I learned from this experience. 

 

2.2 Project #1: The Eighth Wonder: What Hath God Wrought?  

 

Description: Illustration of the technological background in which the ‘Age of 

Calm Technology’ is based (the finite background of the ubiquitous surround). The 

project was part of the event ‘Digital Futures’ and was carried out in collaboration 

with the designer Caroline Claisse. 
Venue: Victoria and Albert Museum (V&A), Sackler Centre, London. 

Date: May 21st-22nd, 2013. 
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2.2.1 Project Description 

 

In big cities in the developed world, we often have a ‘seamless’ Internet 

experience, accessing websites hosted all over the world, in quick succession, and 

with, for example, our mobile phones switching between cell towers without our 

knowing (Chalmers & MacColl, 2003). I wondered, how is this possible? In this 

project, I tried to make the physical infrastructure behind Internet connectivity 

visible, to prompt reflection in myself and visitors to the V&A’s Digital Futures 

event, who comprised a wide range of people interested in the intersection of 

technology and the arts. From my point of view as someone newly arrived in 

design research from ‘outside’ (see Preface), this project was less about answering 

a research question, and more about exploring exhibition-based design practice as 

a medium for research.      
 

While developing the project I became aware of the Internet’s physicality and its 

commercialisation: an important part of the Internet’s physical infrastructure is a 

limited network of fibre optic cables, which are managed by certain countries and 

companies (Figure 2.1). 
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Figure 2.1: Submarine Cable Map: Internet’s physical infrastructure is a limited 

network of fibre optic cables, which are managed by certain countries and 

companies. Source: Telegeography.com 
 

Cables, not satellites, carry 95% of overseas communication (Drew & Hopper, 

2009). Examples of ‘making the Internet’s invisibility visible’ can be seen in the 

work of Ingrid Burrington (2016) and Timo Arnall (2013).1 
 

As part of the event ‘Digital Futures’, our investigation of Internet’s physical 

infrastructure resulted in an illustration of the backbone of the technology which 

showed the tangible and political infrastructure behind the idea of a democratic 

and ubiquitous computing (Figure 2.2). 
 

                                                
1
  This project was created before Edward Snowden released the National Security Agency (NSA) documents to 

the Guardian on June 2013, where the subject of underwater cables became in vogue. 
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Figure 2.2: The Eighth Wonder: What Hath God Wrought? Illustration of the 

backbone of the technology. 
 

When the telegraph (an important precedent in the Internet’s development) was 

invented, it was described as "the Eighth Wonder of the World" (see Gleick, 2012). 

Our piece was composed of eight layers, in the same way that underwater fibre 

optic cables are composed of eight layers of material. The use of glass resembles 

the materiality of the fibre optic cables.  
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Finally, a light bulb was programmed to flash in Morse code, reproducing the first 

message sent underwater: "What hath God Wrought?” 2 The piece was a 3D 

collage featuring metaphorically different elements representing the story of the 

Internet’s submarine cables  

(Figure 2.3 and 2.4).  
 

 

 
                                                
2 “In 1884 the American inventor Samuel F.B. Morse dispatches a telegraph message from the U.S. Capitol to 
Alfred Vail at a railroad station in Baltimore, Maryland. The message–“What Hath God Wrought?”–was 
telegraphed back to the Capitol a moment later by Vail. The question was taken from the Bible (Numbers 23:23).” 
 
What hath God wrought? History.                                                                                                                  

Available at: http://www.history.com/this-day-in-history/what-hath-god-wrought 
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Figure 2.3:  3D collage. ‘The skin of the cloud’ was the first layer of glass, where 

a translucent cloud shows the tangible aspect of cloud computing. If you were 

curious enough you would have encountered a variety of characters involved with 

the underwater cables. Names like René Descartes, Giulio Verne, IT Intrepid, 

Networker, Explorer and Telepaatii comprise the fleet of boats that oversee the 

maintenance of the underwater cables.  
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Figure 2.4:  At the bottom, speculators explore the possibilities of laying cables 

like a strategic game played on the seabed. In the middle, some suspicious 

saboteurs are at work causing major damage to the submarine cables. Finally, 

on each side the operators try to figure out who is causing the problem: the shark, 

the pirate or a ship's anchor? 
 

 

 

 

 

 

 

 

 

 

 

 

 



 

 55 

2.2.2 Findings 

 

Through a better understanding of the physical backbone of the Internet, I realised 

that ubiquity has limitations, and that instant information relies on a material and 

uneven infrastructure. Indeed, the global system of communication depends on a 

very limited network of fibre-optic cables, placed in a specific and unevenly 

distributed way in the ocean seabed. Through this project, and reflecting on the 

otherwise invisible infrastructures behind the ‘seamless’ Internet, I discovered the 

following juxtapositions between the ideal and the actuality of the subject: 
 

● Intangible/Material 

● Perfect/Fallible 

● UbiComp is ostensibly available to ‘everyone’, yet who is ‘everyone’? 

● In this way, the concept of ‘anytime, anywhere and by anyone’ can 

possibly turn into ‘occasional, circumscribed and for a few’ 

 

These findings are relevant when considering how IoT devices are reliant upon this 

apparently intangible and ubiquitous infrastructure. Also, the cable connections are 

mainly between the West and in the Northern Hemisphere, with several 

commercial implications (see Adler, 2012). 
 

Following the discussion of these ‘tensions’ related to the Internet background, I 

became aware of several issues of the foundation of internet-related technologies; 

such is the case of IoT. Once aware of this, I became interested in exploring further 

possible issues around what IoT technology promises and what it can actually 

provide to the users. 
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Figure 2.5: Members of the public. Sackler Centre, Victoria and Albert Museum (V&A). 

London: 21 May 2013.  
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2.3 Project #2: What your kitchen thinks it knows about you 

 

Description: Public engagement event and interactive exhibition on the subject of 

the IoT. Project in collaboration with RCA (IDE) doctoral candidate Mike Kann, 

(described in Fantini van Ditmar  & Lockton, 2016).  
Venue: Natural History Museum, London.  

Date: 11 June, 2014 

 

2.3.1 Project Description 
 

In the context of a public engagement event, in order to raise awareness of the 

technological implications of IoT, the public was confronted with components of 

the technology. The exhibition was open to the general public, including children 

on a school trip (Figures 2.6 and 2.7). The participants were between 18 and 60 

years old. In the exhibition, members of the public had the chance to experience a 

‘smart’ home interaction, having the chance to reflect on IoT scenarios in the 

domestic space.  
 

This was a small engagement to elicit responses and questions which might 

provide insights for the next stages of my research. By doing this I am not 

claiming any statistical validity or representativeness of the sample. The outcomes 

of the event informed my research by shedding light on public understanding of 

IoT technology.   
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Figure 2.6: The exhibition’s public with the interactive table. Natural History 

Museum. London: 11 June 2014. 
 

 

 
Figure 2.7: The exhibition’s public at the Natural History Museum. London: 11 

June 2014. 
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The exhibition had the following components, designed to aid the exploration      

of public conceptions of the IoT: 
 

1. Introducing IoT hardware, such as sensors (e.g. accelerometer, temperature 

and pressure), motors, and microcontrollers (e.g. Arduino and Raspberry Pi). 

These were presented in an old museum cabinet) (Figure 2.8). 
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Figure 2.8: Introducing IoT hardware. 
 

2. A tangible IoT experience, in which members of the public were asked to 

make a hot drink, choosing from a range of options (e.g., decaffeinated, soy milk, 

brown sugar, sweetener etc.). After preparing their drinks, participants received an 

itemised receipt, printed alongside suggestions for related products taken from 

Amazon’s recommendations, informed by algorithms. Many made sense (if you 

use soy milk, you probably like rice crackers), but others were less obviously 

connected (brown sugar was linked to tomato sauce) (Figure 2.9). 
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Figure 2.9: IoT experience ‘make your hot drink’ 
 

3. Questionnaire: Once participants had experienced one way in which IoT 

technology could work in a ‘smart’ home (by having their behaviour sensed in real 

time, perceiving their data being associated with a larger body of data, and 

experiencing assumptions made about them), a questionnaire took place (Figure 

2.10). The questionnaires were administered by the researcher Michael Kann, 

myself and with the help of another person due to the amount of public (see 

questionnaire in the Appendix A). 

 

 
Figure 2.10: Questionnaire after the IoT experience 
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The questionnaire was based on different scenarios of IoT applications of the 

‘smart’ home: the kitchen, bathroom and bedroom (Figure 2.11). Respondents 

were asked if they would share information collected by the IoT places/objects 

detailed in the questionnaire; what the IoT meant to them; and what 

benefits/improvements and worries/complications they could imagine regarding 

the IoT. 30 participants filled in questionnaires.   
 

 



 

 63 



 

 64 
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Figure 2.11: Different scenarios of IoT applications of the ‘smart’ home: the 

kitchen, bathroom and bedroom. The scenarios were based on illustrations by the 

designer Yoon Bahk. 
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2.3.2 Findings from the questionnaire 
 

Although this was only a small pilot study, the investigation provided a qualitative 

dataset of respondents’ sentiments towards the domestic IoT. In this project I 

gained insight into people’s concerns, the positive and negative implications they 

perceived, and how their willingness to share information changed depending on 

the domestic spaces—for example, whether people were more willing to share IoT 

data in the kitchen than in the bedroom. In response to the question ‘Have you 

heard about the Internet of Things?’ 25 of the 30 respondents (83%) answered in 

the affirmative. The following findings emerged from the comments in the 

questionnaire, after the participants had the experience of the IoT technology. 
 

Definitions 
Most of the participants’ descriptions of IoT technology included the term 

ecosystem, discussing processes of managing and changing experience through the 

internet, the idea of individual objects communicating, and the expression ‘internet 

of things’. It was also possible to see how ‘virtuality’ was present in some of the 

descriptions: virtual connections, “the union between the digital and the physical”, 

“a layer of technology that communicate objects” and “interacting remotely with 

things”. Interesting aspects of IoT explanations include the juxtaposition of the 

temporality of IoT—‘the connection of devices that are historically different’. 
 

In relation to the idea of technological ‘smartness’, the descriptions were 

characterised by inclusion of the terms ‘easy’, ‘smart’ and ‘intelligence’: for 

example, “smart way of living which affects all our life” and “it makes your life 

easy”. Also in relation to this subject, the verb ‘knows’ came into the scene: “it 

knows about you, it can predict”. Additional comments included references to 

companies: “IoT is Amazon in your kitchen” and the analogy that the IoT “is like 

predictive text: some good and some bad”. 
 

 

 

 

 



 

 67 

Benefits and improvements 
The benefits that people perceived the IoT would bring were mainly represented 

by the concepts of efficiency and making life easier. Commercial implications also 

were described. The descriptions included the ideas of time saving, prediction, 

helping you to solve problems, speed up processes, managing time, “optimizing 

time by removing repetitive tasks”, “helping you with your daily actions”, “life 

more efficient, more decisions for me” and “easy access to things”.  
 

In relation to the applications of the IoT, the three main areas highlighted in the 

section ‘Benefits and Improvements’, were grocery shopping, health and 

sustainability. Most of the participants liked the idea of the IoT in relation to 

automatic shopping: “shopping for you”, and seeing the idea that it could “suggest 

things you forgot” as a positive. Touching on monitoring health, one respondent 

had the following observation: “but if you don't have the technology, you might 

get anxiety”, suggesting a ‘fear of missing out’ on the monitoring and diagnosis 

benefits envisaged. Finally, with regard to sustainability, suggestions included 

applications like air quality control and the somewhat vague idea of “sustainable 

daily actions”. 
 

Descriptions of possible commercial implications included the benefits of targeted 

products, and the idea that the IoT “is good for companies and analysers”. More 

abstract remarks included the idea to “get knowledge” and the comment that 

someone believed the “benefit would come when you get information in the 

aggregate, not in the individual level”. Finally, some relevant comments that I 

encountered in relation to IoT benefits include the idea that they would “improve 

life as long as you can disable it” and that the IoT could provide greater “benefits 

if they were not dominated by big companies”. 
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Worries and Complications 
Respondents’ answers touching on worries and complications were mostly centred 

on the issues and complexities of the term ‘smart’, the idea of our becoming 

dependent on the technology, the implications of ‘things going wrong’, and 

concerns around commercial use and privacy.  
 

In relation to the algorithmic logic behind the technology, some participants 

referred to the problems of assumption: that an algorithm’s assumptions are “worse 

than people assuming” and noting that the algorithms could make “deductions you 

don’t want”. In this context, another worry about IoT technology was the issue of  

standardisation. In relation to this subject, remarks included the question “what 

happens with the meaning?” 
 

When it came to privacy, comments dwelt on the “invasion of your life” and 

privacy; information being sold to companies; the implications of control—

“control obviously”; “I will become paranoid”, government control; espionage; 

and the idea of “life being mapped”. The term ‘big brother’ was often used: “the 

big brother element” and “Google is big brother”.  
 

Though the majority of the 30 participants were concerned about privacy issues, 

one had a different perspective: “I have no worries, we are already on the Internet, 

I no longer feel safe, the risk is worth it” while another participant commented that 

“we have already crossed the line, there is no way back”. 
 

In relation to control, a participant commented, “I don't like the idea of being 

controlled, I want to take choices”. Comments in relation to the relevance of 

addressing this issue include: “it's important that we have the freedom to choose 

who the information is for”, “ it needs guidance and open source”, “we should 

have more freedom either to share or not to share”, “we need more personal 

control”, “it is important to get to know where your information is going and who 

is seeing it” and “to control what you share, you need to understand”. In this 

context, a participant used the following analogy: “yes I am worried, it is like 

driving a car without traffic lights on the road”. 
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Commercial worries centred on the irritation of IoT automation: it would provide 

“too much marketing”, and would “make you consume”, or “suggest things you 

don't want”; it could make “wrong suggestions”, and could “order unnecessary 

things” or “offer too many choices”. Further, respondents wrote that the “IoT will 

bring less choices and less thinking” and that the “IoT will bring many things we 

don't need”. 
 

Another issue that emerged was technological dependency, and things breaking 

down: it was a problem that there was “too much technology”, and that it was 

“becoming addictive”; some claimed that “technology was beating us”, and that 

“we will become too dependent on virtual objects” and highlighted “the problems 

when things go wrong” (see Honan, 2014). 
 

The participants had different perspectives around worries and concerns. One 

participant asked “what is the benefit of all this?”, while another wrote that “it will 

happen anyway”, and that  “everything will be shared, nobody asks you”; another 

expressed the belief that “in the future you won't be able to choose something that 

is not connected” and “I don’t know the negative implications, because the 

technology is very new”. One comment on the future of IoT that I found 

particularly interesting was “If it is not thought through it will be bad, it needs to 

be made by the right brains”.  
 

The results of the participant’s willingness to share their data in different domestic 

spaces after the scenarios were: 10/30 Kitchen, 1/30 bedroom and 4/30 bathroom. 

It is thus evident from the respondents’ answers that the kitchen is the domestic 

space where the largest proportions of people are willing to share their data. The 

comments about why they were more in favour about the kitchen as a suitable 

space for IoT included “I consider kitchen’s data irrelevant information”.  There 

were also more enthusiastic (or facetious) replies: “I would love other people to 

know when and where and how I am drinking my tea.” 
 

After developing this project, I became interested in specifically exploring the 

kitchen, as it was the space where more people were willing to share their data. 
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2.4 Quantifying myself: My experience using an IoT wristband  
 

There is an integration of wearable technology into ‘smart’ homes, as part of the 

business strategy of many companies in this market, for example Misfit’s Flash 

Link wristband which can also act as a ‘smart’ home controller (Stein, 2015).  
 

A relevant point to mention here is the fact that even if such an activity tracker’s 

data (e.g. sleeping patterns and physical activity) ‘intimate’ characterisation is 

debatable, it can tell a lot about our behaviour, which matches up with the ‘smart’ 

home data, as is already happening in the case of Misfit’s Flash Link and Nest 

thermostat (Figures 2.12 and 2.13). 
 

This background was the setting to explore my interest in central human activities 

and their connection with quantitative technological approaches such as IoT 

technology.  Until this point I had not tried existing IoT products on the market, so 

I decided to start ‘quantifying myself’ with a fitness tracker. 
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Figure 2.12: Misfit Flash. Misfit Flash motto “Control Your World with Misfit” 
Source: Misfit.com 

 

 

 
Figure 2.13: Misfit Flash. “Misfit is working with Nest on an integration enabling 

customers to connect Misfit’s sleep tracking functionality and smart alarm with the 

Nest Learning Thermostat ™ to wake up to their ideal temperature”. 
Source: Misfit Youtube Channel  
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Figure 2.14: Quantifying myself, surrounded by messages that I received from my 

‘smart coach’. I posted this picture on Facebook to explore ‘teaming up’ (to see 

how the app dealt with competition). Among the comments that I received was: 

“What is this?” which I replied: “this is reality for SMART wristband users”. The 

answer was: “Smart wristband! Hahaha”. 
 

As introduced in Section 1.2, the Quantified Self is an instance of IoT application 

on the body, a form of personal informatics (Elsden et al, 2015), which has 

become one of the most popular consumer applications of IoT. The number of 

wearable devices is predicted to rise from 15 million shipped in 2014 to 70 million 

in 2017 (Juniper Research, 2014). 
 

I was interested to see how an IoT wristband would confirm or challenge my 

expectations—What would it tell me? Might the kinds of issues raised by the 

questionnaire participants in Project 2 above be present in my own experience with 

the IoT?  
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For three months, I wore a Jawbone UP wristband—a fairly typical IoT fitness 

tracker—tracking my daily exercise (walking, running, cycling, swimming, etc.) 

and interacting with the Jawbone iPhone app ‘UP’. Paying close attention to my 

interaction with the system, with a focus on the way in which the software and its 

algorithms represented and talked to me, I encountered a number of issues which 

are noteworthy for this research, including: 
 

1. The duality between the statistical generalisation (based on Big Data, 

statistics) e.g. “You are on the UP 4%” and the delivery of a ‘personalized’ 

message provided by the interaction with the ‘smart’ coach (Figure 2.15). 

2. Inaccuracy, inconsistency and unreliability, e.g. on one occasion, running 

three times round a park was logged as 7.2 km, but four times as 5.2 km. 

This made it difficult to ‘trust’ the device. 

3. Language: The way it ‘talks to me’ (I never feel ‘pumped up!’)  (Figure 

2.16) – idiomatic hyperbole 

4. The content of the messaging itself included in the accompanying app is 

laced with pseudoscience and research soundbites taken out of context 

(Figure 2.17). 

5. Internationalisation of shared experiences (from Silicon Valley) – why, for 

example, does it assume I watch Friends? (Figure 2.18). 
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Figure 2.15: The ‘pedestrian hall of fame’, delivery of a ‘personalized’ message 

provided by the interaction with the ‘smart’ coach.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.16: The way the app ‘talks to me’ – Pumped UP?  

I never feel ‘Pumped Up’! 
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Figure 2.17: Jawbone’s pseudoscientific suggestions. 
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Figure 2.18: Why does it assume I watch Friends?  
 

These issues can perhaps all be characterised as involving the software treating 

people as essentially probabilistic subjects, creating assumptions based on bodies 

of data, and assuming human life is linear. These accords with some of the 

concerns raised by respondents in Project 2, but experiencing them myself made 

these issues more directly real to me, through my own experience.  
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2.5 Reflecting on the place of the human within the IoT 
 

During Projects 1 and 2, and by experiencing using an IoT wristband, I developed 

new ideas about ‘the ideal and the actual’ in relation to the interaction the user has 

with IoT technology. After Project 2, with an interest on user conceptions of the 

domestic IoT, I decided to focus on the kitchen, since it was the space where most 

people were willing to ‘let in’ IoT technology into their lives; as well, the answers 

given by respondents to the questionnaire highlighted dimensions in public 

understanding that I was interested in exploring further.  
 

Moreover, after my experiences ‘quantifying myself’, I realised that relevant 

themes around IoT technology centre on the idea that the technology knows you 

and can therefore predict your actions. On top of this, another important area that I 

wanted to explore was the benefits (or otherwise) of user data being analysed on 

the aggregate rather than individual level.   
 

It is important to note that during my initial research, one unexpected outcome of 

my interaction with IoT technology was that I began considering myself an 

important part of the research, and leading to a greater appreciation of my role as 

an observer. Furthermore, my initial exploration started to focus my attention on 

algorithms, and led me to explore algorithmic logic within a reflective framework 

(see Sections 3.1 and 3.2). The result of this process, and as a reaction to the data-

driven approach employed by algorithms, suggested the need to consider a new 

epistemology. For this reason, as I discuss in Chapter 3, I decided to employ a 

second-order cybernetics epistemology, because of this approach’s reflexivity and 

its ability to take the observer’s observations into account.  
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Chapter 3: The Algorithmic Paradigm  

v. second-order cybernetics  
From the pilot projects described in Chapter 2, the importance of algorithms 

became clear for understanding and exploring the interactions between ‘smart’ IoT 

devices and people. In this chapter, I take a closer look at the ways in which a data-

centric Algorithmic Paradigm has emerged, drawing on perspectives and 

epistemology from Artificial Intelligence (AI), and some of the implications from 

a human perspective. I then consider an alternative epistemology arising from 

second-order cybernetics, recognising the importance of the observer, and the 

relationality of ‘smartness’, and other elements. Adopting this epistemology 

becomes a central part of my subsequent projects, focusing on the figure of the 

‘SMART’ fridge (Chapter 5).       

 

3.1 Developments in computation and dilemmas for the IoT 
 

The Internet of Things (IoT) connects people and things via software based on 

algorithms. In this system, ‘smart' objects have the potential to connect with each 

other, make decisions and act without human intervention. In a basic sense, 

algorithms can be described as a series of rules to be followed in problem-solving 

operations—the decision-making logic which is designed into software (or 

followed by a human).   

 

Several computational features characterise current IoT technology: data is 

gathered, combined with other data, and is analysed statistically, often remotely 

from the locations at which it is collected. Inferences are then made from the 

analysis, which may result in certain automated decisions being made, information 

being sent to other devices, and so on. These algorithmic processes draw 

particularly on two current phenomena intersecting with AI development: Big Data 

and machine learning (I will consider AI more broadly in Section 3.3).  
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3.1.1 Big Data, machine learning and evolution of the IoT 

 

'Big Data' is characterised by using analytics to derive insights from large, 

complex or fast-moving data sets, for example combining data from many sources 

in order to detect trends, correlations and patterns. According to Gartner, Big Data 

“enables enhanced insight”. 1 Coming originally from the sciences, it has been 

enthusiastically adopted by marketers. Consequently, Big Data has several 

definitions; according to Mayer-Schönberger and Cukier (2013) “there is no 

rigorous definition of Big Data”; their definitions include “things one can do with 

data at a large scale that cannot be done at a smaller one, to extract new insights or 

create new forms of value.” For Boyd and Crawford (2012), “Big Data is less 

about data that is big than it is about a capacity to search, aggregate, and cross-

reference large data sets.” Within the IoT context, Big Data is important, and will 

be examined further in Section 3.1.2.  

 

Machine learning is an offshoot of AI that employs specialised algorithms to 

enable software to ‘learn’ from experience: to discover patterns implicit in data, to 

reinforce or otherwise adapt its own analysis methods, to enable prediction of how 

a variable – in a ‘smart’ home context, an individual – might behave based on past 

data or activities. Operating on Big Data may be part of this—for example, 

McMillan (2014) quotes a former Google executive as saying that “Google is not 

really a search company. It’s a machine learning company,” in reference to the vast 

data sets on which Google’s algorithms are trained and developed. In an IoT 

context, the popularity of ‘smart’ devices such as the Nest (see below) which claim 

to learn people’s routines and make predictions about future needs has brought 

machine learning into a more mainstream context. 

 

The entry of Big Data and machine learning into the domestic IoT environment 

were largely unforeseen by Weiser’s (1991) original vision of Ubiquitous 

Computing, and indeed by early IoT technology such as RFID tracking. There are 

other aspects which enter into this, for example: 

 

 

                                                
1 Big Data. Gartner IT Glossary.Gartner. Available at:  http://www.gartner.com/it-glossary/big-data/ 
 
2 A software bug can be defined as “ a problem causing a program to crash or produce invalid output. The 
problem is caused by insufficient or erroneous logic. A bug can be an error, mistake, defect or fault, which may  
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● A significant difference between early IoT technology and its current 

consumer-focused iterations is the way information is presented back 

(narrated) to the user who provided the data (the ‘author’) through an 

algorithmic program. In this context, language becomes an important point 

of consideration: IoT objects use a specific kind of language which is often 

infused with ‘human attributions’ (e.g. Apple’s intelligent voice agent 

Siri).   

 

● ‘Smart’ devices do not only let us monitor variables, they can now operate 

in the domain of our behaviour. Several ‘smart’ appliances are linked to 

central human issues (e.g. IoT wristbands, which deal with physical or 

biological activity, and the ‘smart’ fridge, which ‘takes care’ of our eating 

habits). While operating in this human domain, the marketing of ‘smart’ 

objects declares that they learn, know and understand. Some products 

even are claimed to be conscious or even thoughtful - as with the Nest 

thermostat (Figure 3.1). In this context, the ‘smart’ device has the potential 

to make assumptions, judgments, automated decisions and suggestions.  
 

In the fast-paced world of Silicon Valley start-up culture, the commercial 

imperative may lead to adding features to drive initial sales and attract attention, 

rather than a more considered approach to the use of data and language. 

Anecdotally, for example, I have heard that one major fitness tracker manufacturer 

initially used developers themselves to write system suggestions about health and 

diet advice, before hiring an intern with some journalism experience, and finally 

employing professional copywriters. In this context, oversimplification could be 

considered mainly ignorance, a product of the context rather than some intentional 

design to standardise and quantify all of human experience. Nevertheless, the 

result is the same from the consumer's perspective.  
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As the result of this scenario, it is possible to see dilemmas: we can observe how in 

the process of IoT technology ostensibly enabling users to control their 

environment, actually results in users handing over control to the algorithms 

behind their device’s interface. This is a central issue for anyone interested in 

human interaction with technology: how the algorithmic processes embedded in 

our surroundings shape the way we relate to our environment and each other. First, 

it is important to understand in more depth the issues of data in the IoT context.  

 

 

 
 

 

 
 

Figure 3.1: ‘Smart’ objects, in this case the Nest thermostat, declare that they 

learn, know and understand. They even declare that they are ‘thoughtful’.  
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3.1.2  Data, behaviour and misbehaviour 
 

this is a world where massive amounts of data and applied mathematics 

replace every other tool that might be brought to bear. Out with every 

theory of human behaviour, from linguistics to sociology. Forget 

taxonomy, ontology, and psychology. Who knows why people do what 

they do? The point is they do it, and we can track and measure it with 

unprecedented fidelity. With enough data, the numbers speak for 

themselves. 

Chris Anderson, editor of Wired, 2008, quoted by boyd and Crawford 

(2012). 

 

Because of the constant circulation of data, data flow and management is at the 

centre of IoT discussions. As Halpern (2014) notes, this technological approach 

results in the ‘dataization’ of lives – our homes, cities, cars, environment and 

selves. When domestic objects are data-driven, it becomes important to ask: Who 

receives the data (and who else has access to it)? How is it combined with other 

people’s data? How is it analysed? Who develops the algorithms that govern the 

collection and treatment of the data? How does the above relate to the 

manufacturers’ incentives? These are all, perhaps, important questions to consider 

when assessing any new IoT device or initiative, and although these are not 

directly my research questions, some aspects are addressed within a number of my 

projects.   

 

In the context of networked devices in our domestic space, the way we behave in 

our homes is subject to increased monitoring and analysis by various companies. 

One issue arising from this is that this data can be resold to insurance companies, 

advertisers, ‘data brokers’ and governments, providing an unprecedented view of 

our daily lives (Goodman, 2015). One consequence of this was highlighted in late 

2013 when Google sent a letter to the US Securities and Exchange Commission 

noting, “we and other companies could soon be serving ads and other content on 

refrigerators, car dashboards, thermostats, glasses and watches, to name just a few 

possibilities” (Ibid.).   
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Here is important to note that selling and re-selling of personal data is increasingly 

familiar from online profiling and social media, primarily sold to advertisers. But 

as Speed & Barker (2014, p.6) note, "If domestic appliances follow the same 

model of trading our data through the availability of free apps and undecipherable 

terms and conditions then we can expect that much more of our lives will become 

available as a database for enquiry." For Speed & Barker, the question then 

becomes "how to design systems that offer [users] value for [providing their] 

data." In addition, I would like to question whether enabling users to 

construct meaning (see section 3.4.3) is a better way of approaching data in the 

IoT, than the transactional implications of "value" in this context. 

 

Misbehaviour or malfunction of IoT technology is another potential issue, as 

networked objects can now act without human intervention. This resonates with 

one of the early concerns raised by Bruce Sterling’s concept of ‘Spimes’ (a 

contraction of ‘space’ and ‘time’). Spimes are defined by Sterling (2005) as objects 

which, through their connections, can be recorded, tracked and inventoried through 

space and time, having an online life which may transcend transient physical 

states. According to Sterling, “eminently data-mineable Spimes are the protagonist 

of an historical process— in a Spime technosociety almost everything has 

metrics”. Sterling (2004) suggests that we should get ready for: 

 

“- spime spam (vacuum cleaners that bellow ads for dust bags); 

- spime-owner identity theft, fraud, malware, vandalism, and pranks; 

software faults that make even a mop unusable;    

- spime hazards (kitchens that fry the unwary, cars that drive off 

bridges);  

- unpredictable emergent forms of networked spime behavior; objects 

that once were inert and are now expensive, fussy, fragile, hopelessly 

complex, and subversive of established values.”                                                                                                                  
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Connecting an object to the Internet thus generates a shift in its behaviour and 

therefore our relations toward it. This raises the question: How should the law deal 

with ‘smart’ IoT objects in cases of inappropriate decisions, and who (or what) is 

responsible for such decisions? Such questions about ‘disruptive technologies’ 

effects on the law are already very real matters of debate among legal scholars (for 

example Katyal, 2014), and while outside the scope of this thesis, are worth 

keeping in mind as we consider the implications of algorithmic decisions.  

 

One example of a misbehaving object was the case of an IoT ‘smart’ fridge which 

was hacked and began spamming its user with junk mail.  Due to the integration of 

the user's Google Calendar with the ‘smart’ fridge, hackers accessed the network 

and monitored activity for the username and password linked to Gmail, due to 

Samsung’s failure to secure the fridge software (McOwan, 2014). Cases like this 

show that such misbehaviour might have nothing to do with the refrigerator’s main 

function, but is solely related to its connectivity to the Internet.  

 

This highlights the importance of security and trust in relation to IoT technology. 

As some of my projects’ participants’ comments in section 5.1 will show, these 

issues are very much on people’s minds as they consider living with the IoT.  

 

Another issue is around software ‘bugs’, which have the potential to cause 

considerable problems.2 An example concerns the Nest thermostat: in January 

2016 a user reported that several such ‘smart’ thermostats “suffered from a 

mysterious software bug that drained its battery and sent our home into a chill in 

the middle of the night” (Bilton, 2016). In response, Nest’s co-founder and vice 

president for engineering blamed a software update, saying: “We had a bug that 

was introduced in the software update that didn’t show up for about two 

weeks”(Ibid.).  

 

 

 

 

 
                                                
2 A software bug can be defined as “ a problem causing a program to crash or produce invalid output. The 
problem is caused by insufficient or erroneous logic. A bug can be an error, mistake, defect or fault, which may 
cause failure or deviation from expected results.” 
 
Software bug definition. Technopedia.  
Available at: https://www.techopedia.com/definition/24864/software-bug- 



 85 

According to Bilton (2016), “buried deep in Nest’s 8,000-word service agreement 

is a section called ‘Disputes and Arbitration’, which prohibits customers from 

suing the company or joining a class-action suit. Instead, disputes are settled 

through arbitration.” In essence, the company is eschewing legal responsibility 

even for its own misbehaviour.  

 

We have seen how our data, specifically in and from our intimate spaces, under the 

umbrella of the ‘smart’ home, is being stored and analysed, and this suggests the 

need to critically investigate the issues involved. One question arising concerns the 

epistemology of data analysis and the mentality embedded in the algorithmic 

processes: how do devices and systems ‘know’ what they (are claimed to) know? 

In the following section I explore this epistemology further, characterising the 

algorithmic logic that governs IoT devices as the Algorithmic Paradigm. 
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3.2 The Algorithmic Paradigm 
 

In the context of users’ interactions with and within the ‘smart’ home, I 

conceptually set my projects and discussions around an interrogation of what I 

would refer as the Algorithmic Paradigm.3 As detailed above, algorithmic 

processes are a central attribute of the IoT and have the active role of a protagonist 

in our lives: they affect the relations users have with ‘smart’ objects, even, in some 

cases, helping to restructure the rationale behind their operations (e.g. when a 

fridge becomes a ‘health and wellness centre’ for the home (Luo et al, 2009).   

 

The prior paradigm was characterised by being the beginning of personal 

computing. Its operations can be described by being composed of considerably 

smaller data pools and computation capacity. At the same time the precedent 

paradigm was characterised by being detached: it was not ‘real time’; the speed of 

the analysis of data was substantially slower and it was delimited, it had locational 

limits. It was not 24/7, it was not ubiquitous (see Nilsson, 2009 for a historical 

description of AI history). 

 

Here it is important to note that the algorithmic development in the previous 

paradigm was characterised by being specialist (the computation was bounded 

from the end user). Mainly it was applied in specified AI research centres, the 

military and big technological companies. In relation to computational 

applications, it was restricted to boundaries of companies or groups that have 

resources to deploy computing. They were practised mainly in the experimentation 

of AI research centres, in the industry, the military and in banking. 

 

The most radical difference with the Algorithmic Paradigm is the existence of 

vastly gigantic data centres and computational power. This came together with the 

availability of the data in cloud computing technology (ubiquity of access of 

computation). All this had repercussions in the quantitative capabilities of the 

trained learning algorithms. 

 

 

 

                                                
3 In computer science, algorithmic paradigms are characterised as “general approaches to the construction of 
efficient solutions to problems” (Dunne, undated), i.e. different approaches to creating algorithms, described in 
computational terms. My use of the term here is not directly related to this sense. 
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The expansion in computation, the decrease of technological costs and the 

availability of real time data, resulted in the ubiquity of IoT which touches every 

moment of our lives rather than only the computational infrastructure.  The 

Algorithmic Paradigm operates in the domain of behaviour and can be described 

by being individualized, personal, behavioural, ubiquitous, real time and 24/7. This 

brings with it a change in language; before it was operated in an algorithmic-

computer science language since technical experts bounded to the computer 

industry mainly operated the processes. With the introduction of the smartphone 

and ‘web 2.0’ technologies, the relationship of who is touched by the algorithmic 

process shifted reaching the end user. As a consequence this shifted the language 

applied to machine-user interaction, now characterised by ‘user-friendly’ language. 

 

The following paradigm, which I characterized as the Algorithmic Paradigm in the 

context of IoT is characterized by the following algorithmic characteristics: 

 

● Representation and modeling of the data gathered by the device about its 

daily life, surrounding and body (domain of behavior).  

● Aggregation: The decision making process often includes Big Data and 

machine learning strategies to inform the development of predictive 

algorithms, using advanced analytics to predict probabilistically how an 

individual is expected to behave in the future. 

● Automation in real time: The algorithms have the capability to control the 

environment, and the potential to change their procedure without 

informing the user.  

 

I consider this to be a paradigm because, following the use of the term by Kuhn 

(1962), this algorithmic approach within the development of IoT and ‘smart’ home 

technology seems to be largely a ‘model of reality’ for its designers and 

developers, constituting a scope for what phenomena should be paid attention to 

and monitored, what questions are considered important to address, and from an 

epistemological perspective, what it means to ‘know’ about reality. Gillespie 

(2014, p.168) indicates the importance here of being aware of the choices behind 

data collection and the criteria by which algorithms determine what is relevant. As 

with many paradigms, it may be tacit, unquestioned within the flow of everyday 

work.    
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3.2.1  Implications of the Algorithmic Paradigm 

 

Algorithms are fundamental to the operation of the IoT: they can be described as a 

series of rules to be followed in computing problem-solving operations. Software 

is the practical implementation of algorithms, as appropriate for a particular device 

or operation. From this angle, algorithms can be considered the rules behind the 

design of the system as a whole, while software is the implementation of these 

rules. The algorithms are thus the fundamental part of the scenario, and for 

example, different software can implement (be governed by) the same algorithmic 

approach. As to why I decided to focus on algorithms and not on software or user 

experience of specific interfaces, user experience is a central component in the 

operation of the IoT which much work in HCI and design research covers, and I 

decided to focus on algorithms because my research interest is at the scale of the 

problem-solving operations, the assumptions behind them, and how computational 

decisions are made, rather than the human interface specifically.  

 

Gillespie (2014, p.167) writes that “algorithms need not be software, they are 

encoded procedures for transforming input data into a desired output, based on 

specified calculations”. Bearing this in mind, I decided to draw attention to the 

algorithms themselves rather than their specific implementation within the 

connected object. I am following the line of thought of writers such as Pasquale 

(2015, p.8), who champions questioning the algorithmic process because authority 

is increasingly delivered in an algorithmic manner (see Lessig’s (1999) argument 

that “code is law”).  

 

Pasquale describes how decisions formerly based on human reflection are now 

made algorithmically, with corresponding legal, ethical and social implications, 

while Manovich (2013, p.4) highlights the relevance of understanding software, 

because “if we don’t address software itself, we are in danger of always dealing 

only with its effects rather than the causes: the output that appears on a computer 

screen rather than the programs and social cultures that produce these outputs”. 

With this in mind, my focus in this thesis will be a design research approach to the 

algorithmic epistemology behind IoT technology.�
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In relation to decision-making processes and causal linear properties, Goffey 

(2008, p.16) characterises the algorithm as a sum of logic and control, and 

indicates the link between algorithms and action, based on defined variables and 

correlations. In this context, Gillespie (2014, p.167) notes that algorithms are 

designed for problem solving, and the supposed problem they are designed around 

must be well-structured – algorithmic procedures, he says, name both a problem 

and the steps by which it should be solved. Krysa and Sedek (2008, pp.236), refer 

to Knuth’s (1997) analogy of cooking: “algorithms, much like cooking recipes, 

provide a method, a set of defined formal procedures to be performed in order to 

accomplish a task in a finite number of steps.” 

 

It is this particularity of well-structured algorithmic procedures, and the structural 

relation between the translations of the data from the complex world into 

algorithmic logic, which I address in my ‘SMART’ fridge projects (Chapter 5). 

Algorithms operate within the human environment and have implications in our 

lives, as Goffey (2008, p.17) argues: “algorithms have material effects on end 

users, algorithms do things, and their syntax embodies a command structure to 

enable this to happen”.  For this reason I believe it is relevant to investigate their 

operations, both conceptually and practically.  

 

 

3.2.2 Data-centrism 

 

An important topic to analyse within the Algorithmic Paradigm regarding human 

interaction with the IoT is the process of ‘sensing’ the world (the creation of data), 

and the translation of our behaviour and our surroundings into data. This has direct 

implications for our daily lives: Rouvroy (2012, p.1) suggests the implications of 

what she calls ‘data behaviourism’ in “the way of producing knowledge of future 

preferences, behaviours or events without considering the subject’s psychological 

motivations, speeches or narratives, but rather relying on data”. Rouvroy (2012, 

p.6) illustrates some issues with data-gathering as, “indifferent to the causes of 

phenomena, ‘data behaviourism’ is anchored in the purely statistical observation of 

correlations (independent from any kind of logic) among data collected in a variety 

of heterogeneous contexts”.  
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This algorithmic context, with its focus on data, resonates with Deleuze’s (1992) 

concept of the "dividual", in which he describes a physically embodied human 

subject who is endlessly divisible and reducible to data representations via modern 

technologies of control such as computer-based systems. As Whitson (2015) notes, 

the quantification or reduction of the self to a data-representation can be part of a 

process of  ‘governance’ in Foucault’s (1988) sense. 

 

3.2.3 The infra-individual 

Another relevant issue is algorithms’ quantitative approach towards people, 

generally disregarding the presence of human subjectivity and individuality 

(or representing it trivially, as in the Jawbone UP examples in Chapter 2). 

As Rouvroy (2012, p.8) indicates, “The ‘probabilistic subject’ is not the 

same as the actual, experiential, present and sentient subject”. She describes 

this as ‘algorithmic governmentality’, indicating that “it operates with infra-

individual data and supra-individual patterns without, at any moment, 

calling the subject to account for himself.” Rouvroy (2012, p.6) continues:  

 

because human psychological motivations and singularities appear – 

maybe more than ever – incommensurable and unpredictable due to the 

complexification and massification of flows of persons, data and objects 

that algorithmic systems of statistical profiling appear so appealing today, 

relieving human beings from the harsh tasks of interpreting and evaluating 

facts in an epistemic universe devoid of common testing and evaluation 

criteria.  

Reducing our behaviour into data representations, and recombining it with other 

data, leaves behind not only the user’s subjectivity and individuality, but also the 

variable real-life contexts from which this data is gathered. This issue is central to 

my projects described in Chapter 5.  
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3.2.4 Living with algorithms: Reflections for my research 

 

The ‘smart’ home brings with it a whole new set of concerns: as Wajcman (2015, 

p.130) notes, the complexities of humans impose limits on the mechanisation of 

their lives, and technical visions of domestic life are often at the expense of the 

home as a lived and living practice. In this algorithmic context, the complexity and 

unpredictability of the user’s daily life is replaced with technological, numerical 

determination.  

Algorithms model the environment, render humans and offer us ‘smart’ solutions – 

but we must question how this relates to the complexity of the real world. Adaptive 

algorithms based on machine learning principles are 'learning' more about our 

lives, and the Big Data sets constructed from millions of people's information are 

enabling corporations to learn more about us. And these processes are becoming 

faster at processing data and at 'learning', but in my research I ask, What and how 

are they learning? This is in no way inconsequential. 

I specifically explore the home as a setting for algorithmic actions, by analysing 

what moments are too important to be compromised by the algorithms of IoT 

devices in relation to central human activities. 4 

Within this framework it is important to think critically of the oversimplifications 

that result when translating our behaviour into data, which leads to the central 

question of how the algorithms ‘know’ what they know about us. Gillespie (2014, 

p.168) suggests that algorithms are,  

by the very same mathematical procedures [claiming to] producing and 

certifying knowledge… The algorithmic assessment of information, then, 

represents a particular knowledge logic, one built on specific presumptions 

about what knowledge is and how one should identify its most relevant 

components. 

 

 

                                                
4 A relevant example showing the juxtaposition of human complexity and ‘technological solutionism’ is the idea 
of applying IoT into the issue of fertility (see Weigel, 2016). 
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This leads to considering the design and designers behind the algorithmic 

processes. For this reason, it is important to be aware of what Gillespie (2014, 

p.169) calls “the promise of algorithmic objectivity: the way the technical 

character of the algorithm is positioned as an assurance of impartiality, and how 

that claim is maintained in the face of controversy”. Here, from a sociological and 

political perspective, Gillespie (Ibid.) makes clear the need to avoid the conception 

of algorithms as abstract, technical achievements; instead he suggests, “it must 

unpack the warm human and institutional choices that lie behind these cold 

mechanisms”.   

This section suggests the importance of questioning and considering the mentality 

embedded in the design of the ‘smart’ technology and its decision making process, 

which is easily ignored through a belief in “algorithmic objectivity” (Gillespie, 

2014). For this reason, in Section 3.3 I explore further the epistemology embedded 

in the Algorithmic Paradigm by zooming out and looking at AI more broadly, and 

then what is offered by an alternative approach from second-order cybernetics.    

 

 

 

 

 

 

 

 

 

 

 

 

 



 93 

3.3 Artificial Intelligence: Is anything said by the observer? 
 

While perhaps often conflated in popular discussion, cybernetics (see Section 

3.4.1) and AI are different. Pangaro (2013) clarifies this by comparing both fields’ 

development. Cybernetics, focused on describing complex systems, started in the 

late 1940s (see Section 3.3.1) around the same time as AI emerged. In 1958 John 

McCarthy and Marvin Minsky founded the Artificial Intelligence Group at MIT. 

As McCarthy asserts in relation to AI: “the study is to proceed on the basis of the 

conjecture that every aspect of learning or any other feature of intelligence can in 

principle be so precisely described that a machine can be made to simulate it” 

(Markoff, 2015, p. 114).  

The field of AI, with its interest in human-like computer ‘thought’, flourished in 

the 1960s, and held a dominant position between 1960 and 1985.  As Pangaro 

(2013) points out, AI is characterized by:�
 

● “The cultural view of the brain as a computer” 5 

●  “The availability of digital computing machines came together to paint a 

future where computers were at least as smart as humans”  

● “The presumption that knowledge is a commodity that can be stored inside 

of a machine, and that the application of such stored knowledge to the real 

world constitutes intelligence (Minsky, 1968)”.  

● “Only with such a realistic view for example, semantic networks and rule-

based expert systems appear to be a route to intelligent machines”. 

 

Along with the metaphor of the brain as computer, there is generally a close 

relationship with cognitive science in AI; it is an interdisciplinary research field 

characterised by the understanding of the mind as having comprehensible 

cognitive processes, in which intelligence and behaviour which can be modelled 

and replicated. 

 

 

 

                                                
5 As Suchman (1987, p.9) notes, in cognitive science and its affiliated disciplines, it is common to find agreement 
that “cognition is not just potentially like computation, it literally is computational”. There are exceptions; such is 
the case of Douglas Hofstadter, who would not characterise cognition as computation, at least not in the 
conventional sense. 
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AI, at least as commonly understood in academic and technological research, is a 

first-order epistemology and therefore claims to know the world ‘as it is’ and to 

provide (some) clarity concerning cause and effect. Whatever ‘intelligence’ is 

encoded, it is still necessary for the correct code to be specified in order that a 

machine does as its programmers wish.  

 

If we relate this to the idea of the ‘smart’ home, we are moved to ask about the 

possibility of replicating the complexity of central human activities and living 

practices in (computer) code.  

It is important to note that within AI culture, ‘machine’ could be read as ‘Turing 

machine’, which stores data, representing knowledge and experience of the world 

both inside and outside the machine. This sits in opposition to what, for example, 

Pask (1975) and von Foerster (2011) argue: that it is impossible for machines to 

store knowledge because the inner and outer context (the world) changes and the 

machine must re-compute (or, per Pask, re-produce) what it ‘knows’ as it operates 

in the world.6 

This is related to von Foerster’s concept of trivial machines: those whose output 

can be determined by their user’s input, in contrast with non-trivial machines 

which posses an “internal logic that changes the operator with every operation. If 

only one step is missed by an observer, the reaction of the machine becomes 

unpredictable, even if the principle of the program is known” (von Foerster & 

Poerksen, 1999, p. 58). Von Foerster and Poerksen characterise non-trivial 

machines as history-dependent (every operation changes the operator), analytically 

indeterminable (it processes non-linear equations), and analytically unpredictable.  

 

While recent approaches to machine learning (see Section 3.1), as a subset of AI 

research, ‘declare victory’ for intelligent machines because they can now adjust 

from experience, the same underlying logic structure dominates. 

 

 

 

 

 

                                                
6 An interesting comparison between the context of Artificial Intelligence interface development in the 1960s, 
and nowadays: did the pioneers of these approaches anticipate the short-term commercial implications on 
developments in this field? 
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At this point, in the context of AI, it is important to note the difference between 

algorithms and heuristics: algorithms have a deterministic logic, which sits in 

opposition to human experience approaches like heuristics. The latter (e.g. Pólya, 

1945; Groner et al, 1983) are an imperfect approximation, which involve learning, 

discovery, understanding and problem solving through opening up possibilities and 

experimentation. 

 

If we consider human subjectivity as an important aspect of human ‘smart’ 

machine interaction, the idea of a ‘non-deterministic’ approach is a relevant issue 

to consider for the future of the development of IoT technology. For this reason I 

explore this subject in my research projects.  

 

 

3.3.1 AI and Silicon Valley 

 
The concepts on which AI is founded have had a profound influence on the 

evolution of contemporary IoT technology. As Markoff (2015, p.xvii), notes:  

 

the best way to answer questions about control in a world full of ‘smart’ 

machines is by understanding the values of those who are actually building 

those systems. In Silicon Valley, it is popular for optimistic technologies 

to believe that the twin forces of innovation and Moore’s Law are 

sufficient to account for technical progress.7 

 

Silicon Valley, the epicentre of high-tech corporations and start-up culture, is 

known for rapid development and deployment, and AI constitutes one of the 

hottest trends. Machine learning techniques have led to a dramatic revival of 

interest in AI in Silicon Valley and elsewhere (Markoff, 2015, p.152), with ‘Deep 

Learning’ the latest excitement (Waters, 2015).8 

 

 

 
                                                
7 Moore’s Law, which originated in the 1970s, states that processor speeds, or overall processing power for 
computers will double every two years.  
Moore’s Law. Available at: http://www.mooreslaw.org/ 
8 Deep learning can be defined as software that seeks to emulate the processes of the human brain to learn more 
quickly. 



 96 

This interest in AI from the main companies designing IoT technology, suggests 

the importance of investigating the Algorithmic Paradigm strongly interwoven 

with AI. In contrast to AI’s first-order epistemology—which aims (and claims) to 

know the ‘world as it is’—I next investigate second-order cybernetics as an 

alternative epistemology which, with its constructivist approach, contradicts this 

assumption.9 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                
9 In this case constructivism is considered in von Glasersfeld (1990, p. 20) terms“ the knowledge we have must 
have been derived in some way from our experience, which includes sensing, acting, and thinking. If this is the 
case, we have no way of checking the truth of our knowledge with the world presumed to be lying beyond our 
experiential interface, because to do this, we would need an access to such a world that does not involve our 
experiencing it.”  
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3.4 Introduction to second-order cybernetics 

 

The pilot projects described in Chapter 2 led me to realise the importance of the 

observer in our interactions with algorithms. In this section, I describe my 

epistemological stance deriving from this focus: second-order cybernetics, a 

theoretical framework grounding my methodological approach to the projects I 

have undertaken. 

According to Dubberly and Pangaro (2015, p.74) second-order cybernetics is 

fundamental to design because as an epistemological framework it provides a 

systemic point of view for designing. As the authors point out:  

cybernetics offers both language and models for understanding and 

describing such systems. For the shift from first-order to second-order 

occurs when the observer—the designer, the modeller, the problem-

framer, the participant in design conversations—is aware of her observing, 

and therefore our responsibility for it all.  

 

3.4.1 First-order cybernetics 
 

Cybernetics, like AI, began as an interdisciplinary field, in its case rooted in the 

Macy Conferences, which took place between 1946 and 1953.10 The participants 

came from biology, neurophysiology, anthropology, electrical engineering, 

mathematics and psychology, and included Gregory Bateson, Margaret Mead, 

Claude Shannon, Ross Ashby, Lawrence K. Frank, Warren S. McCulloch, Heinz 

von Foerster, John von Neumann, Norbert Wiener and Arturo S. Rosenblueth. 

 

As Pangaro (2013) describes, Wiener, Rosenblueth, and Julian Bigelow needed a 

name for their new discipline, and they adapted cybernetics from the Greek word 

kybernetes, meaning “the art of steering” to evoke the rich interaction of goals, 

predictions, actions, feedback, and responses in different types of systems. In 1948 

Wiener defined cybernetics as "the scientific study of control and communication 

in the animal and the machine" (Wiener, 1948).   

 

                                                
10American Society for Cybernetics (ASC), retrieved 15 April 2008. Available at: 
http://www.asc-cybernetics.org/foundations/history2.htm 



 98 

Based on a systemic behavioural approach, rather than particular mechanisms and 

linear causality, cybernetics, as Glanville (2003, p.16) notes, developed an 

epistemology for comprehending and simulating biological processes (e.g., 

homeostasis, habituation, adaptation, and other first-order regulatory processes) –

 thus its scope is broader than that of AI with its focus on organisms, systems and 

physical processes. The emergent field of cybernetics became a relevant area in the 

study of systems, communication and control in living organisms, machines and 

organisations. The first conference was titled "Feedback Mechanisms and Circular 

Causal Systems in Biological and Social Systems”.11 

 

3.4.2 ‘Cybernetics of cybernetics’ (second-order cybernetics) 
 

Twenty years later, the field of cybernetics was questioned and the concepts were 

developed further. The earliest declaration of this phase can be traced to the first 

symposium of the emergent American Society for Cybernetics (ASC), held during 

the American Association for the Advancement of Science meeting in 1968. After 

several years of discussions, the conceptual changeover was completed in 1976 

(Glanville, 2003, p.7). As described in a course description for Cybernetics of 

Cybernetics,  

 

 second-order cybernetics provides a conceptual framework with sufficient 

richness to address second-order processes as, e.g., cognition, dialogue, 

socio-cultural interactions, etc. (Glanville, 2003, p.16). 12 

 

 

The subject "The Cybernetics of Cybernetics" was first formally indicated by 

Mead (1968), whose major contribution was the enactment of a methodology 

involving anecdotal evidence collected through an active and present observer, 

recognising the personhood of the provider of the information, drawn from her 

pioneering ethnographic work (Glanville, 2003, p.8).  

 

                                                
11 For more details see ASC webpage 
http://www.asc-cybernetics.org 
12 According to Glanville, (2003), Maturana’s and Varela’s biological concepts of autopoiesis, organizational 
closure, and the associated notion "autonomy", became by analogical extension some of the most powerful and 
developed concepts in second order Cybernetics . See Maturana and Varela (1992), where the biological concepts 
are developed towards a cybernetic understanding of epistemology and cognition. 
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Later, the discipline undertook an epistemological shift when it acknowledged the 

importance of considering the observer as part of the system that the observer is 

observing. As von Foerster points out in Cybernetics of Cybernetics, the “science 

of observed systems” cannot be divorced from “a science of observing systems” 

(von Foerster, 1995b, p.497).  

 

In the following section I describe specific second-order concepts that embrace 

human complexity, which are valuable to take into account in the context of the 

reductionist logic which characterises the Algorithmic Paradigm. 

 

3.4.3 Relevant second-order cybernetics perspectives  
 

Objectivity is a subject's delusion that observing can be done without him.  

von Foerster, 2011. 

 

Everything said is said by an observer 

Maturana, 1972. 

 

In this section, I refer to second-order concepts, which are important for 

understanding my projects, and the methodology I used to develop and enact them: 

‘The IdIoT Proposition’ (Chapter 4). 

 

Circularity and the inclusion of the observer 

 

A central concept in second-order cybernetics is circularity. As Glanville (2003, 

p.6) notes:  

 

cybernetics brings us circularity as its core insight, and, through that, the 

related concepts circular causality, interaction, betweenness, etc. There are 

two aspects to circularity in cybernetic systems. First, there is the 

circularity of the system under consideration, that is, the observed system. 

And secondly, there is the circularity of the act of observing, that is, of the 

observing system observing the observed system.   
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A main focus of second-order cybernetics was the consideration that the observer 

is always present in the observing. In 1974 von Foerster, who understood that the 

presence of the observer was inevitable and this could be seen as desirable, placed 

the observer at the centre of epistemological discussions in Cybernetics of 

Cybernetics (Glanville, 2003, p.11).13 As Glanville (2003, p.22) indicates, second-

order cybernetics considers (rather than ignores) the observer; studying observing 

as opposed to observed systems, insisting the observer takes centre stage.  

 

This is a relational shift in cybernetics. Here, no observation can be made without 

an observer (i.e, Maturana’s “Everything said is said by an observer") and each 

observer is different. Therefore, what each observer observes must be thought of as 

different: “each observer is responsible for his own observations, for only he can 

make them” (Glanville, 2003, p.17).  As Glanville (2003, p3) notes: 

  

in second order cybernetics, the aim of attaining ‘traditional’ positivist 

objectivity is either abandoned, or ideas about what objectivity is, and how 

we might obtain (and value) it, are reconsidered. As a result, every 

observation is considered autobiographical if the indispensable presence of 

the observer doing the observing is established.  

 

Consequently, as Pangaro (2013) notes, this cybernetic approach is centrally 

concerned with the unavoidable limitation of what we can know: our own 

subjectivity. 

 

Von Foerster’s acknowledgement of the observer led him also to consider ethical 

implications. In his essay “Ethics and Second-Order Cybernetics” (1992) he 

insists: 

if the properties of the observer (namely to observe and describe) are 

eliminated, there is nothing left; no observation, no description... With the 

essence of observing (namely the processes of cognition) having been 

removed, the observer is reduced to a copying machine with the notion of 

responsibility successfully juggled away. 

 

 

                                                
13 As a demonstration of von Foerster’s acknowledgement of the relevance of the incorporation of the observer, in 
the lecture von Foerster gave in Paris in 1990, he invited the audience to join him in a land where observing it was 
not forbidden; rather, where one is encouraged to speak about oneself (von Foerster, 1995a). 
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This idea is thus in opposition to the reductiveness inherent in ostensibly objective 

algorithmic approaches to ‘understanding’ a person’s everyday life through 

inferences from a limited set of data, but also highlights the necessity of the user 

not placing trust in the output of the algorithmic systems when dealing with central 

human activities.   

Humans and emotional living systems 

By addressing the importance of the observer, language, living systems, the 

present, and the implication of these concepts in culture and in human living, 

Maturana’s work was fundamental in the development of second-order 

epistemology. His work is particularly relevant for characterising central human 

complexities such as emotions, the ongoing present, constant structural changes in 

‘the present’, and the acknowledgement of the reflective observer in relation to an 

act of living (our relations, our surroundings and their contingencies).  

I will describe several concepts, centred around the importance of the observer and 

the acknowledgment of the complexity and contingency of our living practice. 

These provide a solid base for questioning the Algorithmic Paradigm of the IoT. 

 

● The idea that “everything said is said by an observer to another observer” 

(Maturana and Davila, 2013). In the context of the Algorithmic Paradigm, 

I explore the relevance of acknowledging the user’s insights into a system 

as an alternative to the purely data-driven approach, thus placing the user 

with his or her reflective capacities within the system. In this context, I 

analyse the relevance of the user’s reflective capacity in his or her 

interaction with an IoT device. 

 

● The relational flow of a system, in opposition to the reliance on historical 

data and machine learning strategies: “as structurally determined systems, 

living beings exist in no-time, in a continuous present of continuous 

structural change in which each new moment of the present arises as a 

modification of the present moment that is being lived” (Maturana and 

Davila, 2013). Together with the next point, this has implications for any 

technology that claims to monitor and quantify behaviour or other aspects 

of human life. 
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● Living systems act by the “only thing it can do in that moment’ in a 

constant changing present (Maturana and Davila, 2013). This poses a 

problem for a machine learning approach to evidence, reliant on the 

aggregation of previous data. It also highlights the impossibility 

algorithms of addressing human learning processes, the relevance of 

experience, the belief that humans are predictable. 

 

Maturana also considers emotions as an integral aspect of human beings. Maturana 

(1997) argues that our emotions determine the domain in which we operate as 

rational beings at any instant. These human features are often ignored in a 

technically-driven approach toward humans – in the case of IoT, through ‘smart’ 

algorithms.  

 

 

The importance of conversation 

 

In the early 1970s, Pask was a consultant for the Architecture Machine Group at 

MIT, where intelligence and context dependency were explored. This led Pask to 

the realisation that intelligence resides in interaction, which became a fundamental 

concept in his Conversation Theory (Pangaro, 1996). Conversation Theory 

indicated that conversation is required for understanding each other, because 

meaning is subjective and constructed by recipients and therefore not 

transmissible.14 

 

As Glanville (2003, p.17) notes, “within second-order cybernetics, communication 

is conversational and meanings are personal. Meanings are thus not 

communicated, but individually constructed by the participants, who are therefore 

responsible for them”. It is easy to see the importance of  this when thinking about 

a future of ‘smart’ technology attempting to ‘transmit’ unambiguous meanings via 

software when dealing with central human activities. 

 

 

 

 

                                                
14 In early cybernetics, communication was assumed to occur by encryption and coding (see Shannon and 
Weaver, 1949). According to Glanville (1996, p.445), this approach fails to account for how there may be a 
meaning that appears to be transferred “as such it is ideal for control purposes”. 
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The above second-order concepts—circularity, the importance of the observer, 

humans and emotional living systems, and the importance of conversation—as part 

of a wider second-order cybernetics epistemology, informed the development of 

my ‘IdIoT Proposition’ methodology (Chapter 4), and of the projects described in 

Chapter 5. Given the context of the ‘smart’ home, it is also important to understand 

what second-order cybernetics specifically brings to the questions of intelligence 

and ‘smartness’. 

3.4.4 Intelligence, ‘smartness’ and relationality 
 

Research into human interaction with computers has shifted from its origins in 

mathematics and engineering (areas characterised by problem solving), towards, 

with AI, something more deeply interwoven with psychology and cognitive 

science—a shift towards seeing the brain as a computer.15 This is a completely 

different domain, operationally based on complex interrelated (and often 

mysterious) activities, requiring an approach beyond mathematical problem 

solving strategies. 

 

In contrast to the cognitivist (AI) strategy, second-order cybernetics evolved from 

a “constructivist” view of the world (von Glasersfeld, 1987) with the assumption 

that there is a non-hierarchical and circular reasoning or shared meaning (Pangaro, 

2013). This is a different way of approaching intelligence. Based on the preceding 

review, I am interested in pointing out the extension of the idea of intelligence in 

the context of ‘smart’ machines. As such, I do not believe in the idea (or the sense) 

of thinking about them as intelligent in a human sense.  

 

Given my background in biological studies (where I did my dissertation in the 

neurobiology of emotions), I realised how domains such as molecular biology, 

physiological and psychology operate in cognitive processes together with the 

irrational, emotional, embodied aspects of the human mind. For this reason I 

believe that the brain should not be regarded as a machine.  

 

 

 

                                                
15 Saying this, we are not even entering in the brain-body / experiential perspective. From that point, intelligence 
then can be seen as a process distributed throughout the entire body. The phenomenological approach resonates 
with this discussion (see Merleau-Ponty, 1965). 
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Instead, I am interested in how second-order cybernetics considers intelligence as a 

relational property that the observer attributes to a relationship between the system 

and the environment, rather than something that exists in itself. This resonates with 

Winograd & Flores’ (1986) contention (influenced by Maturana’s work) that 

“intelligence is an attribute of an interaction rather than a commodity stored in a 

computer” (Pangaro, 2013). This is especially important in the context of IoT 

devices that are applied to central activities of human life such as health, exercise, 

food, sleeping, fertility and relations between people.  

 

There is something about our complex human nature and embodied presence that 

makes it difficult to be ‘solved’ by ‘smart’ algorithms: this is the key to the 

impossibility of translating our existence into algorithmic logic. The AI approach 

towards ‘smart’ technology encourages understanding humans as probabilistic 

beings; in turn, this is embedded in the algorithmic logic of IoT products. 

Probabilistic approaches in AI have shown successful outcomes when bounded by 

the understanding that statistical inference is ‘good enough’ for certain contexts. In 

these cases it is characterised by strategies such as grouping and finding 

commonalities, which work well for certain problem-solving areas. However, 

when IoT starts to address our more intimate space and our human nature (our 

homes and bodies), this approach needs to be questioned. 

 

The awareness of the fallibility and limitations of computation is important in a 

context in which the language suggests (or claims outright) that technology is 

acting ‘smartly’. Since IoT technology has the prefix ‘smart’ in almost every 

feature and product, this relational approach towards intelligence will be very 

important in understanding my practice-based projects.  
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3.5 Designing in second-order: Key concepts 

 

As I described in Chapter 1, the Internet of Things is an algorithm-governed 

network of objects (things) and humans connected through the Internet. With the 

introduction of the above second-order concepts comes the relevance of 

acknowledging the observer when reflecting upon the idea of personal data 

gathered and managed by algorithms. I thus apply a second-order approach in my 

design-practice exploration, for reasons that are aligned with Dubberly and 

Pangaro’s (2015, p.73) rationale:  

 if design, then systems: Due in part to the rise of computing technology 

and its role in human communications, the domain of design has expanded 

from giving form to creating systems that support human interactions; 

thus, systems literacy becomes a necessary foundation for design. 

Following Dubberly & Pangaro’s  (2015) argument, we see a progression of 

reasoning from considering design, to considering conversation: 

● “If systems, then cybernetics” (study of systems that have purpose, that is, 

establish goals and act to achieve them).  

● “If cybernetics, then second-order cybernetics” (incorporating the 

observer, subjectivity and the responsibility of it).  

● “If second-order cybernetics, then conversation” (design conversation—

assuming meaning is not transmitted). 

 

Second-order cybernetics does not simply hold the position that “we” (the 

observers) are needed, but recognises that our presence is necessary and desirable. 

As argued above, our presence comes with a responsibility. As von Foerster (1979) 

indicates, “in order that the observer who enters the system shall be allowed to 
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stipulate his own purpose: he is autonomous. If we fail to do so somebody else will 

determine a purpose for us.” 

  

Here, von Foerster’s contention that the observer is responsible for their 

observations is relevant to consideration of our interactions with a world in which 

‘smart’ machines claim to know ‘the world as it is’, at least within the domain of 

our behaviour and our everyday lives.  

 

The second-order epistemology thus models the user (the observer) as a complex 

and unpredictable human instead of a predictable consumer. I therefore considered 

three central second-order concepts in my practice:  

 

● We are complex and nonlinear human beings; 

● Observers are needed; and 

● The term ‘smart’ should be considered as relational  

 

3.5.1  The implications of a second-order cybernetic approach  
 

Second-order epistemology acknowledges that we cannot know the world “as it is” 

because we see, perceive and know through our senses. Therefore we must create 

the most useful ‘frame’ through which to see 'our world’; this frame comprises 

distinctions, relations and values. Thus a second-order approach invites (indeed 

requires) us to consider what occurs in a ‘smart' anything as subjectively 

constructed (personal communication with Pangaro, 2016). 

 

This reflective approach to knowledge construction and the ways meaning is 

constructed by individuals interacting with technology fits well with my research 

approach, which necessarily depends on human interpretation (human experience 

of the interaction with the ‘smart’ home).  
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A second-order approach may shed some light on the field of IoT in which devices 

claim they understand and know us through data and without a consideration of the 

‘subject’s’ human nature. In relation to the Algorithmic Paradigm, second-order 

cybernetics brings a focus on the observer, which is often excluded in data-driven 

approaches where data traces are collected, as described by Rouvroy (2012, p.11), 

in an infra-individual (impersonal) manner. 

 

It is important to note that second-order cybernetics changed the way I understand 

the world, and the manner in which I developed my practice and my research 

approach. Although I came from a scientific background, characterised by a 

positivist stance, I shifted toward a reflective and constructivist epistemology 

which, by acknowledging the observer, is radically different. This led me to the 

greatest possible adoption of the second-order cybernetic stance in my research; in 

order to implement this I developed the continuously reflective practice described 

in Chapter 4.  
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3.6 Reflections and conclusions 
 

In this chapter, I described how what I term the Algorithmic Paradigm is 

embedded within IoT, drawing on perspectives and epistemology from AI, and 

implications from a human perspective. I then detailed how an alternative 

epistemology arising from second-order cybernetics became a valuable approach 

for my research, bringing questions about the observer’s position and its 

contingent existence in the AI approach. Embracing the observer, in opposition to 

deterministic algorithmic logic that characterises the AI mentality, led me to the 

following questions: 

 

● Where are we, as subjective and experiential subjects, in this algorithmic 

logic? 

● Bearing the differences between AI and second-order cybernetics in mind, 

how can the latter epistemology bring an alternative approach towards 

‘smart’ technology? 

 

In relation to the above, I developed the following hypotheses: 

 

a. Considering that we are complex human beings, I proceed from the assumption 

that the brain is not a machine, and therefore a machine is conversely not a brain. 

As a result of this, human beings and their central activities are not algorithmically 

predictable, thus this responsibility should not be externalised to ‘smart’ 

technology. 

 

b. If an observer contributes to a ‘smart’ outcome, I assume that knowledge should 

be seen as dependent on the observer’s involvement. 

 

c. I investigate the argument that we must involve our living practice and 

incorporate the user – that we humans have something to say in this relationship. 

In the Algorithmic Paradigm, no matter what the success in probabilistic 

prediction, our complex contexts and subjectivity are things that Big Data or 

machine learning cannot cover. 
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I believe it is relevant to investigate these challenges because the decisions now 

being made will have implications for our society and culture. In this context it is 

important to ask who is there to question the underlying way of thinking, in order 

to bring a whole new set of reflective questions around the technological 

outcomes. Might second-order cybernetics provide a reflective approach by 

acknowledging the observer? How can it be applied in design research?  

 

Getting away from the idea of a deterministic model of intelligence and a 

controlled model of human behaviour embedded in IoT algorithms, in Chapter 4 I 

develop a methodology that integrates a second-order approach with other 

sociological perspectives for use in practice-based design research. Second-order 

thinking will then be applied in the ‘SMART’ fridge projects described in Chapter 

5, in which I explore the importance of human individuality and subjectivity when 

dealing with ‘smart’ IoT devices.  
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Chapter 4: Methodology: The IdIoT proposition 
 

4.1 Introduction 
 

In this chapter I develop a methodological approach in order to undertake design 

research in an IoT context. As I do not come from a background in design practice 

or theory, I investigated various design research approaches, including 

participatory design, usability testing, focus groups and ethnographic approaches. 

However, none of these was directly applicable to my aims: my research 

investigates something more fundamental than people’s interactions with specific 

technologies, which these approaches adequately address. 
 

Because of this, I decided to eschew the use of pre-existing design research 

methods that might be used for an analysis of the IoT, and began to consider 

perspectives from sociological studies of technology that could be applied through 

practice-based design research. As this chapter outlines, I developed a 

methodology I call ‘the IdIoT proposition’ that sat more comfortably with my 

scientific background and transition into design research. The IdIoT proposition 

was the result of a nonlinear process of exposure to an IoT context, an interest in 

second-order cybernetics (see Section 3.4.2), and my engagement in a practice-

based design PhD.  
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4.2 Composition of the IdIoT proposition  
Before explaining the genesis of the IdIoT proposition, I will introduce its three 

main components (Figure 4.1).  

 

 
 

 

Figure 4.1: The composition of the ‘IdIoT proposition’. 
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First is the IdIoT figure, which emerged by combining Stengers’ (2005) “figure of 

the idiot”, Michael’s (2012a) “Towards an Idiotic Methodology”, Glanville’s 

(2014) idea of “slowing things” and Perec’s (2002) thoughts on the “infra-

ordinary”. Here the main idea is to question ‘what are we busy doing?’ by slowing 

down. In this way, the IdIoT proposition is aligned with Morozov’s (2013) concern 

about ‘technological solutionism’, which he defines as the tendency of 

technologists to define problems based on quick and algorithmic solutions for 

solving them, and thereby quickly fixing a ‘non-problem’ or a complex situation.  

 

Morozov (2013, p.6) credits Michael Dobbins: “Solutionism presumes rather than 

investigates the problem it is trying to solve, reaching for the answer before the 

questions have been fully asked”. In the IdIoT proposition, this notion is addressed 

by slowing down: delaying diagnosis of potential 'problems' until the situation has 

been observed and investigated more extensively. 
 

‘Solutionism', in Morozov’s treatment, also leads to a focus on the problem itself. 

For this reason, with a special focus on the framing of the problem, the second 

component of the IdIoT proposition is the reflective observer. Here the role of the 

active researcher is informed by Schön’s (1984) ‘reflective practitioner’ and 

Anderson’s (1966) analysis of 'problem worrying’. 
 

Thirdly, following the IdIoT interrogation, and the presence of the active 

researcher, is the post-IdIoT analysis, wherein I analyse qualitative findings from 

the projects. This part involves research methods specific to each project—for 

example, in-depth interviews in the case of Becoming Your ‘SMART’ Fridge 

(Section 5.2.3), and Thematic Analysis in the case of the ‘SMART’ Fridge Session 

(Section 5.2.4). All three aspects are informed by second-order cybernetics 

perspectives (see Chapter 3).  
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4.2.1 ‘The Figure of the IdIoT’ 
 

In this section I describe the four main academic influences on the IdIoT 

proposition. The first two, Stengers and Michael, explicitly consider the notion of 

the ‘idiot’, which I adopt and adapt into the IdIoT in relation to the IoT, also 

incorporating ideas from Glanville and Pereç. 

 

 

i) Stengers: The figure of the idiot 
Isabelle Stengers (2005) refers to the ‘figure of the idiot’ in her ‘Cosmopolitical 

Proposal’.1 Here, Stengers is interested in Deleuze’s (1992) conceptual character of 

the idiot, which he borrows in turn from Dostoyevsky's Prince Myshkin in the 

novel The Idiot. The narrative role of the idiot is as an “innocent character (that 

serves as) a satiric instrument for revealing the corruption of society, the 

inadequacy of its value systems or the stultifying nature of its institutions” 

(McDuff, 2004, p. xxiv). Dostoyevsky's idiot wants to turn the absurd into the 

highest power of thought (Deleuze and Guattari, 1994, p.62). 
                                                
1 Idiot can have many meanings: 
Early 14c., "person so mentally deficient as to be incapable of ordinary reasoning;" in Middle English "simple 

man, uneducated person, layman" (late 14c.), from Old French idiote "uneducated or ignorant person" (12c.), 

from Latin idiota "ordinary person, layman; outsider," in Late Latin "uneducated or ignorant person," from 

Greek idiotes "layman, person lacking professional skill" (opposed to writer, soldier, skilled workman), literally 

"private person" (as opposed to one taking part in public affairs), used patronizingly for "ignorant person," from 

idios "one's own" (see idiom). (Online Etymology Dictionary) 

In relation to idios "personal, private," properly "particular to oneself" (Online Etymology Dictionary), in the 

“cosmopolitical proposal”, Stengers starts defining “the idiot” in the ancient Greek sense: an idiot is someone 

who does not speak the Greek language and is therefore cut off from the civilized community. According to her, 

the same meaning is found in the word “idiom”, a semi-private language that excludes from a form of 

communication characterized by an ideal of transparency and anonymity, that is, interchangeability of the 

speakers (Stengers, 2015, p.2). We might ask, what do the idiots of the ‘smart’ home have to say? What do they 

think about ‘the language’ of Silicon Valley? 

Deleuze & Guattari (1994, p. 62) identify two manifestations of the conceptual figure of the idiot, classifying it 

into the “old idiot” and the “new idiot”. The old ‘idiot’ is associated to the Descartes (Cartesian one): “it is the 

Idiot who says “I” and sets up the cogito…who wants to think, and who thinks for himself, by the ‘natural 

light’.  

The new ‘idiot’ is related to Dostoyevsky’s Idiot: “The old idiot wanted truth, but the new idiot wants to turn 

the absurd into the highest power of thought (in other words, to create).”  
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Stengers (2005, p.994) describes this as “a proposal to provoke thought, one that 

requires no other verification than the way in which it is able to ‘slow down’ 

reasoning and create an opportunity to arouse a slightly different awareness of the 

problems and situations mobilizing us”. Here, Stengers’ figure of the idiot is a 

device for interrogating ‘‘what we are busy doing’’ as social science researchers in 

engagement events (Michael, 2012a).  
 

The main characteristics of  Stengers’ figure of the idiot  

that inform my research are: 
 

a. “He or she is the one who always slows the others down. 

b. He or she resists the consensual way in which the situation is    

             presented and in which emergencies mobilize thought or action. 

c. He or she is a presence, and produces an interstice.” 2   
                    (Stengers, 2005, p.994) 

                                                                              

As Stengers’ (2015,p.995) suggests, since the idiot creates an interstice, ‘a space 

for thinking’ it is a useful figure when we ask ourselves ‘What are we busy 

doing?’. In Stengers’ words (2015,p.995), “we know, but the idiot demands that 

we slow down, that we don’t consider ourselves authorized to believe we possess 

the meaning of what we know”. In the IdIoT proposal, this is central, since this 

figure is present in all the projects in my research, specifically questioning ‘what 

are we busy doing?’ in the context of IoT technology. We need a space for 

thinking in such a fast-paced field where assumptions about progress and 

desirability often go unchallenged—a space for hesitation regarding what it means 

to say ‘good’ (Stengers, 2015, p.4) in opposition to the Kantian view that politics 

should aim at allowing a ‘cosmos’ or ‘good common world’ to exist. 
 

Stengers’ term cosmopolitical is thus made up of ‘cosmos’ and ‘political. 

‘Cosmos’ refers to the unknown, constituted by multiple, divergent worlds, and 

refers to the idea of slowing down the construction of this ‘common world’. 

‘Political’ refers to that which is a ‘signed proposal’ (Stengers, 2015, p.995).  

                                                
2 Stengers refers to the interstice in relation to Whitehead (see Stengers, 2002). 
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This aspect of the cosmopolitical informs my IdIoT proposition, as Stengers (2005, 

p.997) notes that “it has the advantage of presenting the ‘self’ as an issue, of giving 

its full significance to the unknown element of the question: what would the 

researcher decide ‘on his/her own’ if that ‘him/herself’ were actively shed of the 

kinds of protection current decisions seem to need”.3 As Stengers (2005, p.998) 

continues, this makes the researcher ‘politically active’ – engaged in the 

experimentation of difference, and what they know is a factor in the formulation of 

the issue and its envisaged solutions. 
 

This political aspect is thus central to the IdIoT proposition I, as an observer and 

researcher, take the responsibility for my observations and is therefore related to 

second-order cybernetics principles associated with the observer observing a 

system (see Chapter 3). This also resonates with other conceptions of the idiot. For 

Deleuze and Guattari (1994), the idiot is described as a conceptual persona who “is 

a very strange kind of person who thinks for himself”. The idiot is taken as the 

private thinker in contrast to the private teacher. The teacher refers constantly to 

taught concepts, while the private thinker forms a concept with innate forces that 

everyone possesses on their own account by right – “I think” (Deleuze and 

Guattari, 1994, p.62).  
 

In Stengers’(2015, p.996) work, the idiot doesn’t know “how to proceed, how to 

give a place to the insistent question entrancing them”. As a result, the proposal 

finishes with the question of “designing a scene and the art of staging” for the 

idiot’s voice to be heard (Stengers, 2015, p.1003). In the case of the IdIoT 

proposition, it is me as a researcher-observer who is the one reflecting, followed  

by a post-IdIoT analysis of the questions found in this stage.  
  

 

 

 

 

 

                                                
3 Protection, here is used in the context of the perpetuation of current way of conducting research This can be 
related to the possible blindness (lack of awareness) in the decision-making process that operates in institutions, 
corporations or academic research. 
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ii) Michael: Toward an Idiotic Methodology 

 

Michael’s work develops Stengers’ figure of the idiot through a consideration of 

the role of the object in sociology (Michael, 2012a, p.1): “objects can be a 

component of the methodology of empirical study, as they are relational entities, as 

contributors of ‘sociological research’” (Michael, 2012a, p.2-3). According to 

Michael (2012a, p.1) “what will emerge is a version of the object in principle at 

least, ‘idiotic’ – possessed of an incommensurable difference that enables us to 

‘slow down’ and reflect on ‘what we (in his case as social scientists) are busy 

doing’”. Michael’s (2012a, p.3) work also draws on speculative design (see 

Section 1.4) to show how a ‘proactive idiocy’ can be operationalised (partly) 

through designed artefacts,4 and thus the term 'object' is used to refer to physical 

things as well as in a hermeneutic sense as in 'object of study' by a subject. It is 

thus particularly applicable to the IoT. 

For Michael (2012a, p.16), speculative design (a design area which develops 

objects that are obliquely functional) can itself be portrayed as sociology’s idiot: it 

enacts a way of engaging with the (social) world that, in principle, affords the 

opportunity for inventive problem-making within sociological practice. In this 

context, he refers to Gaver’s concept of ‘threshold devices’, which Gaver describes 

as devices in the home that gather information from their surroundings in order to 

create awareness of the home’s setting in a wider physical and social environment 

(Michael and Gaver, 2009). These devices are designed to provide resources for 

inhabitants with which to think about where they are; what and who surrounds 

them; the nature and blurring of the boundaries of the home. For instance, ‘The 

Local Barometer’ was a project in which local wind conditions were displayed by 

online text and images which related to the home's locality, with the aim of giving 

an impression about sociocultural surroundings of the domestic ‘online’ space.  

 

 

 

                                                
4 In relation to the juxtaposition of Speculative Design and Sociology, Michael’s claim that in “Towards an 
Idiotic Methodology” there is the mutual ‘becoming-with’ of these disciplines (Michael, 2012a,p.16). 
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In their paper ‘Home Beyond Home’, Gaver and Michael  (2009, p.11) tentatively 

frame threshold devices within ‘ludic action research’, pointing to the ways in 

which these devices intervene in people’s lives, and the way these interventions are 

iteratively mapped through empirical study (ethnography, in their case). While I 

share an interest in reflecting on objects’ uses in the domestic space (the relation of 

home to the connected environment), my projects do not attempt to conduct 

sociological research. I am instead interested in the self-reflective examination of 

the researcher’s own practices which characterise Schön’s (1984) ‘reflective 

practitioner’, which I describe in the next section. 

The IdIoT proposition takes from Michael’s work the aforementioned 

consideration of the object, combined with the figure of the idiot, in the context of 

the design practice. My practice-based design research does not claim to be 

sociological; rather, I aim to find new knowledge through practice informed by a 

second-order cybernetics approach (Section 3.4.2).  

 

iii) Glanville: ‘slowing things down’ 

 

Glanville’s emphasis on ‘slowing things down’ is also important to the 

development of my IdIoT proposition:  
 

if you slow things down then you see nuances that you wouldn’t normally 

see. That is revealing – slowness has a particular quality of its own. It is 

difficult to slow things down and to simultaneously keep alert. Being 

caught in between, being a bit lost, is good for a human being. Things have 

their own time, and we should learn to enjoy this, rather than imposing our 

own, usually rushed time. A little slowness, living in the now, and a 

reduction of the significance of the nation state might really help us 

(Glanville, 2014).  
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For the IdIoT proposition, slowing things down is important to seeing what we do 

not normally perceive while , as Glanville says, being simultaneously alert. This is 

a very good summary of the IdIoT proposal since slowing down resonates with 

Stengers’ figure of the idiot, who asks ‘what are we busy doing?’ This is coupled 

with the alert state of the researcher, thus also resonating with Schön’s ‘reflective 

practitioner’.  
 

 

iv) Perec: ‘infra-ordinary’ 
 

The next work informing my methodology is George Perec’s (2002, p.177) 

approach towards the ‘infra-ordinary’:  
 

How should we take account of, question, describe what happens every 

day and recurs everyday: the banal, the quotidian, the obvious, the 

common, the ordinary, the infra-ordinary, the background noise, the 

habitual? To question the habitual. But that’s just it, we’re habituated to it. 

We don’t question it, it doesn’t question us, it doesn’t seem to pose a 

problem, we live it without thinking, as if it carried within it neither 

question nor answers, as if it weren’t the bearer of any information. 
 

Perec’s approach resonates with Stengers’ figure of the idiot, who slows down to 

analyse what we are busy doing. It also relates to Glanville’s nuanced 

observations. Despite the fact that Perec’s work arises from literature, he addresses 

habitual and banal areas that are directly related to the IoT context (the domestic), 

which inspired me to explore ‘smart’ home appliances. 
 

My IdIoT proposition does not simply focus on observing the oversimplification of 

human existence by IoT technology which aims to deal with central human 

activities, but emphasises the active presence of the researcher. For this reason, the 

figure of the IdIoT is constantly reflecting (observing) while acting. Because of 

this, as an ‘IdIoT practitioner’, I am constantly observing and reflecting on the 

findings of my practice, and my role as an observer. In the next section, I expand 

on Schön’s (1984) ‘Reflective Practitioner’ approach in relation to my active role 

as a researcher. 
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v) Schön: The Reflective Practitioner 

 

As a design researcher, it is important for me to think about practice and its 

processes. For this reason the concept of the ‘reflective practitioner’ is central for 

the IdIoT proposition, and I explore it as a ‘reflective researcher’. Schön (1984) 

arrived at several important concepts around reflection in practice by analysing the 

knowledge that professionals develop and use in their practice. The important 

ideas that inform the IdIoT proposition are active reflection in the situation, and 

the concept of ‘problem-setting’. 
 

‘Problem-setting’ is a crucial aspect of the design process. As Schön (1984, p.40) 

describes, ‘setting’ a problem is a necessary condition for technical problem 

solving, rather than a technical problem itself: “When we set the problem, we 

select what we will treat as the ‘thing’ of the situation, we set the boundaries of our 

attention to it”. Schön describes problem setting as the process in which, 

interactively, the researcher or designer names the factors to take into account, and 

frames the context in which to attend to them.   
 

Cross and Dorst (1998) refer to Schön’s notion of problem-setting specifically in a 

design context. As Cross (2001, p.84) indicates:  
 

the designers start by exploring the problem space, and discover, or 

recognise a partial structure. That partial structure is then used to provide 

them also with a partial structuring of the (solution space). The designers 

then consider the implications of the partial structure within the (solution 

space), use it to generate some initial ideas for the form of a design 

concept, and so extend and develop the partial structuring.  
 

It is this exploration of the problem space of IoT that led me, as a design 

researcher, to structure the projects described in the forthcoming chapters. As 

mentioned earlier, a critique of technological ‘solutionism’ and a second-order 

approach led me to consider the framing of ‘problems’. Because of this, I introduce 

Anderson’s (1966) ‘Problem Worrying’ in the next section. 
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vi) Anderson Problem Solving and Problem Worrying     

Following Schön’s treatment of problems, the importance of framing them 

resonates with Stanford Anderson’s concept of ‘problem-worrying’, which 

encompasses a critique of a definite goal orientation, and the ‘designer-engineer’, 

who plays a kind of game with well structured rules and elements – as found in 

writing on problem solving by Simon and Newell (1970) and others. Anderson 

(1966, p.3-4) argues that even if we acknowledge that problem solving is useful in 

some cases, we cannot generalise from a problem-situation, where words such as 

‘design’ and ‘creativity’ are used to refer to activities which lack an objective 

criteria of merit.  

Considering that Anderson's field of architectural design is related to structuring 

human environments, Anderson notes that human ‘purposes’ are problematic 

because some can be stated, but many others are unpredictable and therefore 

impossible to state. Anderson suggests that, in the dynamic process of design, 

problems must be centred in a deeper understanding of the problem, not simply 

aiming at a ‘solution’. Anderson adds that one origin of the ‘design problem’ is to 

follow pre-established architectural methods.  

Anderson’s alternative approach of ‘problem worrying’ is important for the IdIoT 

proposition: Problem-worrying in opposition to problem-solving, represents a 

dynamic involvement in the problem-situation, by constantly reflecting on the 

problem instead of assuming an identified problem that can be solved. In 

Anderson’s case, the focus is the field of architectural design in a 1960s context, 

where computer science was just coming into architecture. On the other hand, my 

practice-based design research is based in an IoT context where computation is 

moving into the physical world, influenced by ‘technological solutionism’ 

(Morozov, 2013).  

Because of this, I am interested in applying ‘problem worrying’ by exploring the 

AI background (in contrast to a second-order cybernetics approach) of current 

technology (see Chapter 3). In a similar way, by focusing on humans (observers) 

and their particularities, I reformulate technological problem-solving to pose an 

alternative to algorithmic ‘solutions’.  I thus agree with Anderson (1966, p.3) when 

he indicates that with a designer-engineer mentality, there is no openness towards 

creating ‘the game itself’, which I believe second-order cybernetics can offer. 
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The IoT can be seen as layers of abstract algorithmic systems slowly penetrating 

the intimate space of our homes. While we are expected to engage with the IoT 

and be enthusiastic about it and its perceived ‘improvements’, I believe it is 

important to question the technology and its ‘problem-framing’. Within this 

framework, as a design researcher (but also as someone who lives in a house), I 

adopted the figure of the IdIoT, who is characterised by slowing down and by 

asking ‘what are we busy doing’? into the context of the ‘smart’ home. 
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4.3 Implementing the methodology  
As explained above, the IdIoT proposition is a new approach towards design 

research around people and their interactions with IoT technology. It provides a 

different way of considering the technology, and questions the IoT’s ‘technological 

solutionism’.   

 

At its centre, the IdIoT proposition focuses on the idea of slowing down: this is a 

central aspect of my thesis and a reaction to the rapid growth and 

commercialisation of IoT technology. I developed the strategy of slowing down 

within design research in the hope that it would bring new understandings of, and 

new knowledge about, the IoT. In this context, the IdIoT proposition explores IoT 

issues through the figure of the IdIoT, who asks ‘why are we busy doing what we 

are doing?’.  
 

As this approach focuses on understanding and engaging with the IoT, an 

important part of its process is an attentiveness to issues which emerge from 

questioning the technology. A further advantage of the IdIoT proposition and its 

strategy of slowing down is the lack of automatic assumptions the approach 

prompts – this means that, as the figure of the IdIoT, I tried not to have 

expectations about possible outcomes. From this angle, a fundamental aspect of the 

proposition is the awareness of the problem-framing of the IoT, which is also 

influenced by a second-order approach.  

 

 

Becoming the IdIoT myself has some advantages that other methods lack. 

Following a second-order cybernetics perspective (Section 3.4), in which ‘I’ – as a 

reflective researcher or observer – recognise my presence and situation within a 

system, in a particular context and time, the IdIoT proposition facilitates an 

interrelation between the theoretical framework (second-order cybernetics) and the 

overall methodological approach of practice-based design research.  
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4.4 Research design  
The IdIoT methodology described above is applied in a series of practical projects, 

designed based on research questions that emerged from the findings of the pilot 

projects described in Chapter 2; the review of the Algorithmic Paradigm, and the 

contrasting approach of second-order cybernetics, both detailed in Chapter 3.   
4.4.1 Research questions  
The questions that emerged from my initial investigations and the review of 

relevant literature and practice are as follows: 

● What are the possible implications of the Algorithmic Paradigm and AI 

mentality becoming embedded in the ‘smart’ home? 

● What would happen if we design using an alternative epistemology, in this 

case second-order cybernetics? 

● How do an explicit epistemological stance affect people’s interactions with 

the technology? 

 

The first two questions are specifically explored in The ‘SMART’ Fridge Projects 

described in the next chapter, by counterposing the Algorithmic Paradigm with 

second-order cybernetics, through the IdIoT proposition. The ‘SMART’ Fridge 

Session project investigates these further, extending the methodological 

exploration to dialogues and role play, and thereby incorporating the third 

question. 
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4.4.2 Methods  
The IdIoT proposition has as a starting point the acknowledgement of the observer, 

in this case the researcher and the participants (users) in the study. The IdIoT 

proposition exposes the awareness of the process that is being studied (the way of 

knowing). As consequence of the IdIoT proposition, the researcher, and also in 

some cases the participants, become engaged in self-reflection. Moreover, during 

the process, it provides strategies to reveal the problem-framing of the subject, 

providing awareness of the factors that the researcher took into account and how 

the context was framed. 

 
By bringing ‘the figure of the IdIoT’ into design research, the researcher slows 

down and asks ‘What are we busy doing?’ and ‘How do we know what we know?’ 

This process enables us to see nuances, and consequently enables the creation of a 

new set of questions related to the research topic. Followed by a qualitative 

method (post-IdIoT analysis), the IdIoT approach provides a deeper understanding 

of, and critical insights into the subject, which, as a result, brings a new set of 

questions. 

 

The limitations of the IdIoT proposal can be considered in terms of it being a 

methodological approach that doesn’t provide ‘solutions’ but instead, a new set of 

questions. Also, the IdIoT proposition in itself is not a quantitative methodology, 

which can be seen as a limitation for some related fields of AI. Nevertheless, ‘the 

IdIoT’ might support quantitative approaches for further studies.   
The IdIoT proposition is necessarily implemented in different ways in the projects, 

to focus on different contexts, participants, and aspects of the questions. In 

Becoming Your ‘SMART’ Fridge, I enacted the IdIoT proposition myself, taking on 

the role of 'smart' fridge software and collecting both quantitative and qualitative 

data (interviews and the contents of participants' existing refrigerators) to make 

suggestions and recommendations to participants, then conducting a 'post-IdIoT 

analysis' using further interviews and a drawing task. 
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The ‘SMART’ Fridge Session then focused specifically on the important role of 

language and two-way communication, enacted through both scripted dialogues 

and roles pre-assigned to participants.  

The projects were iterative – findings from the first informing the research design 

of the second. Details about the methods, setting and sample for each project are 

detailed in their respective chapters. Data was analysed in relation to the research 

questions and through the lens of second-order cybernetics, and the findings and 

implications are discussed in Chapter 7. 

In this chapter I have characterised the IdIoT proposition and where it comes from; 

with an interest in questioning the algorithmic logic behind IoT technology, in the 

next chapter I describe how I initially applied this methodology, with a second-

order perspective, in the ‘SMART’ Fridge Projects. 
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Chapter 5:  

IoTivity: ‘SMART’ Fridge Projects 
 

5.  Introduction   
         

‘Smart fridge? Idiot fridge, more like.’ 

(Steiner, 2012) 

 

The ‘smart’ fridge’s main promise is that it will make our lives ‘easier’; the way in which this is achieved is, 

generally, by embedding ‘smartness’ with computation. This ‘smartness’ will, for instance, mean that the fridge 

can manage grocery shopping by ordering online, monitor its contents, and even suggest recipes based on said 

contents. The interface for such functions is often a tablet computer integrated into the fridge door, and for this 

reason the screen is a very important element: it allows the user to access a calendar, notes and cooking apps. 

The screen on Samsung’s Family Hub Refrigerator is of considerable size at 21.5 inches diagonal (Figure 5.1). 

 

 
Figure 5.1:  ‘The Family Hub Refrigerator’. Source: Samsung 

 

The retail price of the fridge varies between $3,499 to $5,000 approx. For more details see Table 5.1. Other 

functions of ‘smart’ fridges include design features in its interior, like the ‘pizza drawer’ in the Samsung 

RF4289HARS. 
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Company LG Whirlpool 
  

Samsung 
  

Samsung 
 

Model LFX31995ST 
Smart ThinQ 

WRL767SIAM 
  

RF4289HARS Family Hub 
Refrigerator 

Features Wi-Fi LCD 
screen: 
Family 
information 
hub: voice 
memos. 
  
App: 
-Expire dates, 
inventory, 
grocery list 
-Search for 
recipes based 
on what your 
fridge has in 
stock. 
-Run 
diagnostic/com
municate wit 
technical 
support 
  
 
It tells you: 
-Internal 
temperature 
-Is it on energy 
saving mode? 
-Weather 
-Calendar 
memo 
-Upload photos 
-Daily recipe 
and it let you 
search for 
recipes and add 
the ingredients 
to Smartphone 
-Shopping 
inventory 
-Grocery list 
-Freshness 
tracker 
-LG food 

No screen 
 
App: 
-Alerts notify you 
of a power outage 
or if you need to 
change the filter 
-Alert if door is 
open 
-Energy usage 
  
No grocery or 
content report. 
  
It tells you: 
“SMART” stats: 
-Temperature and 
other settings 
-Data on how 
many days it has 
been in use 
-Online and 
functioning 
normality 
- It allows you to 
order replacement 
parts, such as 
filters from the 
app 
 
 
Shelves: 
One temperature 
and one humidity 
controlled drawer 
  
  
 
 
 
 
  
* Whirlpool is 
mainly focused in 

Wi-Fi LCD 
touch screen 
 
“Screen is 
aesthetically 
pleasing and can 
play samba 
music from its 
Pandora app as 
you unload your 
groceries” 
  
No Mobile 
device App: No 
information 
transfer to 
another device 
(no connection 
with 
smartphone). 
  
It tells you: 
-Memo program 
-Internal 
temperatures of 
the refrigerator 
and freezer 
-The ice maker 
mode (crushed 
or cubed) 
-Time 
-Local weather 
-Calendar 
-Photo viewer 
-Samsung's 
Grocery 
Manager app. 
  
  
 
 
Branded apps: 
Twitter, 
Pandora, 

21.5-inch Gorilla 
Glass touch 
screen which 
brightens up 
automatically  
 
(it covers the 
near-entirety of 
the upper right 
door ) 
 
"Kitchen TV" 
feature.  
Pandora, new app 
called Sticki sync 
everyone's 
schedule into a 
shared family 
calendar 
 
App: 
MasterCard 
shopping app that 
lets you order 
what you need 
from FreshDirect 
or ShopRite 
 
It tells you: 
You can see what 
do you have 
inside the fridge 
thanks to a 
cameras hidden 
inside the inner 
door frame. Each 
one snaps a photo 
of your groceries 
each time you 
close the doors: 
you can check 
what you have 
inside 
 
 
 
 
 
*SmartThings-
compatible 
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channel 
  
Shelves: 
Customizable 
temperature. 
 
 *Automatically 
update your 
inventory once 
you’ve checked 
an item off the 
list. 
  
  

the maintenance 
  
* In order to help 
you tracking and 
optimizing energy 
usage, the smart 
energy function, 
connects the 
fridge to the 
Smart grid if is 
available in the 
area 

Epicurus, 
Weatherbug, AP 
News, 
  
*Only let you 
register one 
item at the time 
with a broad 
category name 
 
*The freezer has 
a slot to house a 
16-inch pizza 
flush against the 
door. In the 
refrigerator. 
  
 

connected home 
gadgets,  
 
*Four-door build 
and classy-
looking recessed 
handles 
CoolSelect+ 
compartment, a 
handy feature 
that allows you to 
switch the right 
half of the freezer 
into a third 
refrigerator 
section as 
needed. 

Price $3,499 
  

$1,999 $3,699 
  

$5,000 

Table 5.1: Current status of IoT fridge (2014-2015) 

 

It is already possible to see commercial alliances emerging in the domain of ‘smart’ fridges, for instance 

Samsung’s Family Hub Refrigerator is already connected to Mastercard credit card, which is in turn connected 

to FreshDirect and ShopRite delivery services, and has a potential connection to Amazon’s Alexa voice control 

service. ‘Smart’ fridges can also be connected to other IoT devices, for instance Whirlpool’s French Door 

Refrigerator is connected with the Nest thermostat, produced by a Google subsidiary (Figure 5.2).  
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Figure 5.2: Whirlpool’s ‘French Door Refrigerator’ WRX988SIB has a re-designed interior built to optimize 

storage. Its main feature is the gliding “Infinity Shelves”, which slide out of the way to make room for taller 

items placed below.  

Source: CBS 

 

The final reason I chose to use the figure of the fridge is its relationship with central human activities, 

specifically the complexity of ‘offline’ eating habits. Perhaps more than anything else, eating habits are 

illustrative of the complexity and unpredictability of human life, connected as it is to human psychology, 

personality, culture, budget and history. It is therefore a very pertinent subject for reflections on the (possible) 

issues inherent in the ‘smart’ home.  

     

In the context of the ‘smart’ home, I therefore decided to explore several algorithmic implications and question 

their algorithmic logic, to explore the possible problems of employing data that is isolated from the complexity 

of human psychology when making recommendations for or acting on aspects of daily life. I explore this by 

focussing on our complex nonlinear existence through second-order cybernetics and ‘the IdIoT Proposition’, as 

detailed in Chapters 3 and 4. I started with the hypothesis that it is far from possible to translate the granularity 

and complexity of our daily lives into the solution offered by ‘smart’ algorithms based on statistical inferences. 

 I therefore investigated how our subjectivity and complexity is played out (or ignored) in contemporary 

algorithmic problem-framing. In this context, I was interested in bringing the observer and their living practice 

into the discussion, rather than ignoring them.  
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In Becoming Your ‘SMART’ Fridge (see Section 5.1) I played the role of the fridge software, enacting the 

‘smart’ algorithm for a series of (offline) fridges. In this project, I utilised both qualitative and quantitative 

approaches in relation to how we eat, and how we interact with the fridge. 

 

The findings of Becoming Your ‘SMART’ Fridge led me to explore other issues that encountered during the 

project, such as the mentality embedded in the algorithms. This resulted in the ‘SMART Fridge Session (see 

Section 5.2) where I also attempted to apply second-order cybernetics as the embedded mentality of the IoT 

device. Across all the projects, I maintained a reflective awareness of the decision-making processes ‘SMART’ 

fridge algorithms undertake based on the data they collect. 
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5.1  Project #3: Becoming Your ‘SMART’ Fridge 
 

“The genuine Internet of Things wants to invade that refrigerator, measure it, instrument it, monitor any 

interactions with it; it would cheerfully give away a fridge at cost.” 

Bruce Sterling (2014) 

 

Description: A project in which I placed myself in the position of the algorithm of a ‘SMART’ fridge after 

visiting the kitchens of ‘early adopters’ of connected products - in this case, fitness tracker wristbands. As an 

outcome of a form of “data mining” a personalised ‘SMART’ fridge report was sent to the participants. 

Venue: Participants’ kitchens, London. 

Date: December 2014. 

 

5.1.1 Procedure 
 

The project comprised three main stages: ‘mining data’ about participants’ diets, preferences and lifestyle; 

preparing and delivering via email ‘fridge reports’ by converting myself into the ‘smart’ algorithm which drew 

on the collected data; and a follow-up of participants’ responses (Figure 5.3):    

 

● i. Interview while having dinner: ‘Mining data’ 

In order to ‘mine the data’ I went to the participants’ houses for dinner-interviews. At this stage the interview 

was recorded, and I took pictures of the contents of participants’ fridges.  

 

● ii. The Figure of the IdIoT: fridge-report 

After mining their data I formulated an email report. At this stage I converted myself into the ‘smart’ algorithm. 

○ a. ‘Becoming the ‘SMART’ algorithm’ 

○ b. The IdIoT process - ‘creating the report’ 
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● iii. Post-IdIoT Analysis 

a. User perspective: In-depth interviews 

○ After the participants received the ‘fridge-update’, I conducted another recorded interview to get 

feedback on the fridge-report. I also used the interview as an opportunity for asking critical questions about the 

technology. 

 

b. Mental models: Understanding of the technology 

○ Following the interview, I asked participants to illustrate how they conceived of their IoT technology’s 

relationship with their domestic space. 
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Figure 5.3: ‘Fridge reports’ structure. The project’s main stages: ‘mining data’ about participants’ diets, 

preferences and lifestyle.   
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Sample 

The project centred on a ‘user perspective’ by focusing in detail on the cases of three individuals in London. 

The three participants, two men and one woman, all in their late twenties, were ‘early adopters’ (Rogers, 1962) 

of IoT-type technology, being users of wearable technology (fitness tracker wristbands). See profile of the 

participants in Table 5.2. 

 

 

Participant A B C 

Age 26 28 28 

Gender Male Female Male 

Nationality USA Brazil Taiwan 

Profession Industrial 
designer 

Fashion 
designer 

 

Marketing/ 
advertising/ Food-
Blog contributor / 

Start Up 

IoT wearable Motorola 
Smartwatch 

Fitbit Jawbone 
 

Number of people 
sharing the fridge 

4 1 2 

Neighbourhood Putney Bayswater Kensington 
Olympia 

 

Where do you buy 
your food? 

I go to Sainsbury's 
(open until 10) 

and Tesco 
Express cause is 

24 hrs. open 

I buy fruit at 
Nisa. I also go 
to Waitrose. 

I have a 24 hrs. 
Tesco; I go also to 
Sainsbury but less. 

 

Times you go to the 
supermarket per 
week?  

1 1 or 2 1 

Table 5.2: Profiling the users 
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Rationale 

I chose early adopters since this group clearly identifies with IoT technology, as wearables can be seen as the 

public face of IoT technology. Such users are potential consumers of the ‘smart’ home IoT technology and have 

pre-existing interests in aggregate data related to health and fitness. A survey by iControl Networks, The 2014 

State of the Smart Home,1 reveals that a user’s level of enthusiasm for technology was the most predictive factor 

in their readiness to become ‘smart’ home adopters, over age, gender or income level (Icontrol Networks, 

2015). The survey also revealed that technology enthusiasts represent 32% of the market for ‘smart’ goods and 

that they are interested in more robust ‘smart’ home solutions. 1 

 

Recruitment & Setting of the Interview 

The participants were recruited by an advertisement on the RCA student forum, RCADE, with the subject “IoT 

Research”. The interviews were conducted during December 2014.   

 

As an indirect way of asking for information about participants’ diet and lifestyle – and to gain access to their 

fridges – I asked participants to cook or prepare a meal for me. I did this because it would facilitate a more 

comfortable (relaxed) setting for my interviews, and a more natural opportunity to speak about food and the 

fridge without it being the main focus. The idea was that they would simply cook with ingredients they 

normally had in their house. So that they would not modify what they usually had at home, I also told them that 

“I eat everything” –  that I had no specific dietary preferences. In order to be fair (not just to ask for a free 

dinner) I told them that I would bring a drink of their preference. I also hoped that this would reduce the normal 

distance between the user (the studied subject) and researcher.  

 

 

 

 

 

 

 

 

 

 

 

I sent the following message to the people that replied to my advertisement:  

 

                                                
1 The survey considered a representative sample from the US. It had 932 respondents, they were 25 years age or older with a household 
income $ 40k or higher. 
2 An example of this is a project related to experimentation of energy efficiency adjusts to the life of a family.  In this project a family of four 
lived for nine months in Honda Smart Home at the University of California, Davis (Wang, 2015). 
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The research consists of having a meal (lunch/dinner) in your kitchen with what you have in your fridge. I will 

provide the drinks: wine/beer/soft drinks or juice, just let me know what would you prefer. 

 

Following that you will receive an email. Finally, I would need to meet you again for an interview. This will 

take one hour approx. and I can meet you wherever works for you. 

The participants agreed to take part by confirming via email. In addition, they signed an ethics form. 

 

In the early stage of the recruitment process, in one case a person confirmed an interview and cancelled it. The 

reason given was that his partner was not keen on anyone looking at the contents of their fridge: 
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i. ‘Mining data’ 

Dynamics of the interview 

Usually IoT technology is tested in an artificial ‘home’, but for this project, the natural setting of the 

participant’s kitchen was used for the interviews.2 The interview duration was approximately 1 hour, but varied 

depending on the participant, and lasted as long as 1hr 45 minutes. The interview was recorded and pictures of 

the participant’s fridge were taken. 

 

In order to avoid, as far as possible, the introduction of bias around the subject, participants were told that the 

interview was part of research into the ‘Internet of Dwelling’. As a rule, I did not ask things that were not 

related to the fridge, food, the IoT and lifestyle in relation to health and fitness. 

 

By entering participants’ homes as a stranger, I operated as an observer dealing with very intimate (private) 

places; this took on a particularity because the stranger coming to dinner was also a researcher. Also by being 

an observer in their kitchen and having qualitative data from the in-depth interview, I was mining their data 

(qualitative and quantitative) as a human. 

 

By cataloguing the elements of participants’ fridges with their permission, I was able to get the information that 

an IoT ‘smart’ fridge can when it, for instance, detects the products it contains. However, unlike the ‘smart’ 

fridge, the data collected during interviews allowed me to develop a deeper understanding of my participants 

(users), which allowed me to interpret, and contextualise their fridges’ contents.  

 

In the case of my research, there was no technology involved, so through pictures only, I documented elements 

that I saw in participants’ fridges.  

 

During the interviews I also asked a series of questions about the ways in which these ‘early adopters’ were 

experiencing their wearables. As well as this, I asked questions about dynamic pricing, and the increasing power 

of Amazon.3  

                                                
2 An example of this is a project related to experimentation of energy efficiency adjusts to the life of a family.  In this project a family of four 
lived for nine months in Honda Smart Home at the University of California, Davis (Wang, 2015). 
 
3 Definition of dynamic pricing:  
“Dynamic pricing, also called real-time pricing, is an approach to setting the cost for a product or service that is highly flexible. The goal of 

dynamic pricing is to allow a company that sells goods or services over the Internet to adjust prices on the fly in response to market 

demands.  
Changes are controlled by pricing bots, which are software agents that gather data and use algorithms to adjust pricing according to business 

rules. Typically, the business rules take into account such things as the customer's location, the time of day, the day of the week, the level of 

demand and competitors' pricing.   
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As Bruce Sterling notes in his book The Epic Struggle of the Internet of Things (2014), Amazon is one of the 

main corporations involved in the IoT business “Big Five”. Another reason why I was interested to ask about 

this company specifically was because after the release of its AWS IoT platform, Amazon was described as a 

“big player entering the Internet of Things space” (Lunden, 2015).  Asking these questions enabled me to tailor 

the Your ‘SMART’ Fridge emails more closely around brand experience.  

 

 

Interview Phase I 

The interview consisted of six main themes: 

1. Personal information: Profile 

2. Eating habits 

3. Fridge 

4. Health Fitness 

5. Using the IoT wristband 

6. Dynamic pricing and Amazon. 

 

See Appendix B (section B.1) for the full description of the findings of the Interview Phase I. 

 

Outcomes 

The data collected from participants’ fridges, and from interviews, was used as material for the next stage of the 

project, in which I behaved as the software of an online fridge. This was accomplished via the creation of a 

digital outcome ‘Fridge-report’, sent in the form of an email and delivered by the entity ‘Your Smart Fridge’, as 

detailed in the next section. 

 

 

 

 

 

 

 

 
                                                                                                                                                     
With the advent of big data and big data analytics, however, business rules for price adjustments can be made more granular. By collecting 

and analyzing data about a particular customer, a vendor can more accurately predict what price the customer is willing to pay and adjust 

prices accordingly.” 

Dynamic Pricing Definition.What Is.Available at: http://whatis.techtarget.com/definition/dynamic-pricing 
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5.1.2  The Figure of The IdIoT 

 
ii. ‘The Figure of the IdIoT’ and the ‘Fridge-Report’ 

a. Becoming the ‘SMART’ algorithm 

The figure of the IdIoT in this project emerged while I engaged with two types of data: subjective, wholly 

qualitative data from in-depth interviews, and ‘objective’, partly quantitative data (from the contents of the 

fridges). What I constructed with this data was influenced by: 

 

a. The typical features that the ‘smart’ fridge industry proposes; such as grocery shopping lists, suggested 

recipes, advertisements, related information (e.g. weather) and a fridge update together with the fridge’s need 

for a language with which to interact with the user. 

The algorithmic paradigm characteristics (computational ‘smartness’), such as data mining, machine learning, 

the ideal of optimisation, and the Big Data approach, as outlined in Chapter 2.  

 

With myself in the position of a researcher (observer), based on my own experience I had in mind the 

complexity of our ‘offline’ eating habits (physiological needs, historical background, psychological and cultural 

aspects) together with memories of a daily non-algorithmic interaction with the fridge. At this point, with all the 

collected material (quantitative and qualitative), in a process of ‘slowing down’ by having in mind the linear-

causal/statistical approach together with our human complexity, I developed an ‘idIoTic’ reflective simulation.  
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Theoretical/theatrical context 

From what I saw in the granularity of qualitative data (from in-depth interviews) alongside the information 

gathered from the quantitative data (fridge contents) I observed some little ‘openings’ to question the two 

different sources of data, which I explored in the ‘fridge-reports’.  

 

Once in the position of being the algorithm, taking as a starting point Dostoyevsky's figure of the idiot 

(Stengers, 2015), I was thinking ‘by myself’ in this confusing context, or in Deleuze’s terms as a ‘private 

thinker’ with my particular awareness of the issue. In relation to the design approach employed in this project, I 

did not use the object of the fridge itself (or create one) but decided to position myself in the algorithmic 

process with my awareness of what is going on; in other words, there was no object designed, but a shift in 

perspective.  

 

In Glanville’s (2014) terms, it was a process of ‘slowing things’, in which one has the following challenge: 

“slowness has a particular quality of its own. It is difficult to slow things down and to simultaneously keep 

alert.” This combination of observation and alertness allowed me to see possible issues around a ‘smart’ fridge’s 

algorithmic perspective on our behaviour.  

 

The research investigation was overtly political, in Stengers’ (2015) terms, since the ‘self’ as a researcher was 

present; I saw and decided on my own. This resonates with the second-order cybernetics vision of the present 

observer – ‘me as an algorithm’ inherently draws attention to the ethical responsibility of the observer.  
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Considerations   

After collecting data and applying algorithmic logic (using causalities and correlations), I decided to examine 

what is not addressed by such logic. Through constant reflection, using the ‘IdIoT’ position of the fridge-

algorithm, I decided to ‘make sense’ and nonsense (explained in the next section). Here is important to note that 

in order to develop the outcomes in which I made sense and nonsense with the qualitative data from the in-depth 

interview together with the ‘fridge-data’, I am aware that even if I had the participants’ feedback about whether 

predictions were successful in terms of ‘making sense’ or ‘nonsense’, I am aware that due to the complexity of 

humans is possible to believe that you will ‘make sense’ and get things wrong or to provide a ‘nonsense’ 

outcome and get things right. No matter how much qualitative information supports the data gathered by 

sensors, humans with our complex lives are incredibly nonlinear and unpredictable. In the next section, I 

describe the process in which the ‘idIoT’ creates the report. 

 

b. The IdIoT process: ‘creating the report’ 

Though the possible future of IoT technology is uncertain and somewhat ‘blurry’, I simulated one possible 

direction by attempting to ‘become’ the software of the ‘SMART’ fridge. This was done by analysing and 

curating householders’ personal data and simulating possible marketing campaigns based around the technology 

of an online fridge. 

 

In order to enable participants to experience the parallel online life of their fridge, I developed a simulation of 

the [commercial] associations they may get in return. The ‘SMART’ fridge report included suggested recipes, 

facts about the temperature, groceries, advertisements, comments related to the wristband and random 

information about products (Figure 5.4).  
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Figure 5.4: Components of Fridge-report simulation 

 

 

In terms of design and language, 'myself-as-fridge' was written in a ‘user friendly’ language, while the font and 

the colours were app-oriented.  The reports were sent from yoursmartfridge@gmail.com and signed as Your 

SMART fridge (Figure 5.5). The participants were not told to expect the fridge reports, and so were a surprise. 
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The notion of the researcher ‘standing in’ for the software has parallels with the ‘Wizard of Oz’ technique 

(Kelly, 1984) often applied in human-computer interaction, specifically in Natural Language Processing studies, 

to gather data and discover what the application of specific linguistic characteristics are (Dahlbäck et al, 

1993,p.194). The Wizard of Oz studies, i.e. having a person simulate the interface (and system) can be 

described as studies where subjects are told that they are interacting with a computer system through a natural-

language interface, though in fact they are not. Instead the interaction is mediated by a human operator, the 

wizard, with the consequence that the subject can be given more freedom of expression, or be constrained in 

more systematic ways, than is the case for existing (Dahlbäck, 1993,p.194). Such studies are also used in 

commercial user experience and service design (Martin & Hanington, 2012). 

 

The idea of ‘simulating intelligent interfaces’ by a human can be related to my investigations in my research 

exploration of becoming a ‘SMART’ fridge, however, my purposes here were somewhat different. My research 

goal was not directly “to allow the user to experience a proposed product or interface before costly prototypes 

are built” (Martin & Hanington, 2012, p.204), because this was not part of a product development process. I 

took the role of the algorithm in order to explore oversimplifications and issues of IoT technology when it 

relates to central human activities, in this case to eating habits; equally, I sent the participants their fridge-

reports after the interaction with myself as a real person (the researcher). However, as will be evident in the next 

project (see section 5.2), there are a variety of ways in which human interaction and conversation with software 

or devices can be simulated experientially."  
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Figure 5.5: An example of one of the emails sent by Your ‘SMART’ Fridge (yoursmartfridge@gmail.com). 
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Language 

Different companies have different intelligent personal assistants (IPA) and each company has characterised 

them with different ‘voices’ and ‘personalities. Examples of these IPAs include Samsung’s ‘S Voice’, 

Microsoft’s ‘Cortana’, ‘Google Now’ and Amazon’s ‘Alexa’.4  

 

In terms of the language, in my process of becoming a human algorithm, I acted like Google with its ‘Hey/OK’ 

attitude and, in some parts, tried to be a bit more like Apple’s Siri, employing a more distinct persona. Drawing 

from the Android attitude, I was very precise and practical, and employed a mechanical language, using phrases 

like: “9 days expired yogurt”, “Milk running Low”, “Unidentified container”, “Energy mode is activated” or 

“Your fridge is working OK”. In other parts of the report I became more personal, behaving more like a 

persona. By personifying myself in the manner of Siri, I acted as if I ‘understand’ the user, speaking in the first 

person, for example: “I can make your shopping list Based on your preferences, I've put together your Amazon 

shopping list” or “Probably you are tired. I can suggest you some quick recipes for a Sunday evening.” 

Developing the personality of these online assistants is something many technology companies have worked on 

in recent years. According to Arnold (2011), when developing the original Siri project – before it was purchased 

by Apple – an employee referred to the process as follows: "There were many conversations within the team 

about whether it should be gender-neutral” or instead "should have an 'attitude'.” According to another person, 

who worked at Apple on the Siri project, Apple focused on keeping Siri's personality "friendly and humble - but 

also with an edge." They were thinking, "How would we want a person to respond?" while developing the 

software. 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                
4 Reflections of different IPA’s experiences can be seen in Ben Hammersley’s observations after using Amazon’s ‘Alexa’ and Apple’s ‘Siri’. 
In the article, Hammersley noticed that Alexa doesn’t acknowledge his thanks. Here, he questions the uncanny valley for politeness and also 
notes the importance of ‘Personality Design’ for AIs (Hammersley,2015). 
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‘Me as an algorithm’ 

As described above, I had visited each of the participant's homes to mine data related to their eating habits and 

about their fridges. After conducting in-depth interviews, and with the data from their fridges in hand, taking an 

algorithmic approach, I curated their personal data and elaborated a fridge-report. 

 

In this project, I was a human observer. But by personifying myself into a ‘machinic’ so-called intelligent 

entity, I aimed to act like the software of an Internet fridge. In this way, I can only offer my variety in this 

digital version – it wasn’t me, but unavoidably, as an observer, I could not detach myself from the system that I 

was looking at. 

 

During the process I considered carefully which way to articulate the report and which decisions to make when 

confronted with choices: I could proceed by making ‘Big Data’ assumptions, using either the qualitative data 

from the interviews, or the objective data that could be sensed by a fridge without any context. This position 

made me reflect on the complexity of the technological outputs of a ‘SMART’ algorithm, and the idea that 

whoever is behind the algorithm will reflect the incentives of the companies that initiate and fund its creation. 

 

After examining the ‘SMART’ fridge ‘state of the art’ by reviewing the features of smart fridges in the media 

and at the Consumer Electronics Show in Las Vegas, I realised that not only was ‘smartness’ a central concept 

in the process, but also in which way I acting as an algorithm could be ‘SMART’ while being affected by 

marketing strategies.  

 

I had to think as a fridge that relies on data from its sensors and Big Data associations, correlations and 

historical data; but unlike a fridge, I had rich qualitative data from in-depth interviews. This meant that I knew 

that some things detected by the fridge made little personal sense in the autobiographical context of a particular 

user. I therefore decided to make deliberate mistakes. In this way, I experienced the process of ‘making sense 

and no sense’ and of being smart and stupid at the same time (see Figure 5.6). 

 

See the Fridge-reports at the Appendix B (section B2)  
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Figure 5.6: The process of ‘making sense and no sense’ and of ‘being smart and stupid’ at the same time. 

 

Getting things right 

In order to make sense, the contextual information and cultural understanding I gained through conversation 

with the participants about their fridges was very important; for example, the case of the papaya sorbet, which I 

suggested to participant B. Since I am from South America (Chile-Argentina) and participant B is from Brazil, I 

had some understanding of her culture. On top of this, information I gained from conversations about her eating 

habits led me to believe that it would suit her. Her feedback on the suggestion was: “It was very impressive that 

the suggestion was a sorbet and not ice-cream (I prefer it much more). That was great!” 
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To participant B, I also suggested a chicken, spring greens and açaí (a commonly consumed fruit from Brazil, 

which is high in antioxidants). I also suggested chicken; since she likes meat but does not eat it often because 

she feels cooking meat for one person is ‘un-exciting’. It also had a lot of greens, which made a lot of sense in 

in regards to her eating habits and cultural background. This was also a complicated recipe, requiring more skill 

than her usual ‘assembling’, which also ‘made sense’ of the qualitative data.  

 

In the case of participant A, I proposed a ‘killer mac n´cheese’ which was also related to his lifestyle and 

nationality, which I knew about from the description of his diet in the in-depth interview, as well as his fridge 

contents which included burgers, cheese and ketchup.  

 

For participant C, the outcome was a mix of sensed-data and my own understanding of the person. I suggested a 

broccoli and Gruyere gratin. This made sense because he had plenty of broccolis. Moreover, he told me that he 

wished to eat like a European while in London, and both Gruyere and gratin are European. The recipe was also 

simple, and thus suited to his time constraints.  

 

Getting things wrong (inconsistencies) 

An example of deliberate inconsistencies was suggesting ‘tuna mayonnaise salad’ to participant B, which 

combined the fridge’s algorithmically reliant ‘sensing technology’ with my human understanding of the user. 

The reasons behind this are: participant B had a jar of mayonnaise, which could be sensed by her IoT fridge. 

However, from my understanding, this made little sense to her dietary context, so I asked her about it: she told 

me that a visitor had left it some months ago, and that she loathed mayonnaise. This is a case in which 

contextual knowledge is necessary to make sense of the fridge’s contents, yet such knowledge was accessible to 

the ‘smart’ fridge. 

 

In order to reflect this complexity I created a recipe that combines something the user does not eat (mayonnaise) 

which the fridge would sense and that I knew she bought often, tuna, because she said it is very easy and quick 

to assemble as part of a meal. With current ‘SMART’ fridge technology, I, acting as an algorithm, would not 

know that participant B frequently buys (tinned) tuna, since it is not stored in the fridge. This might change in 

the future, if the ‘SMART’ fridge incorporates the supermarket receipt, or is otherwise informed about 

purchasing decisions. 
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By examining participant B’s fridge, I noticed another thing that made no sense: sausages covered in bacon. 

When I asked her about the sausages, she told me a German visitor had left them the previous week, and that 

she would not eat them, as she does not like them. After this comment, I decided to use the ‘sensed’ sausages 

for the Amazon list, These were used as the source for a ‘Big Data’ correlation, which I applied by suggesting 

ordering some chorizo as part of a ‘related products’ algorithmic strategy. 

 

In participant C’s case, I suggested a toffee sauce for ice cream as another example of a sense/nonsense 

outcome. He had several boxes of vanilla ice cream in his freezer, so the reasoning behind an ‘efficient fridge’ 

(an efficiency strategy goes against the incentive of encouraging consumption) was ‘the fridge sensing a lot of a 

product’ which resulted in it offering another product to encourage him to ‘use the product’. However, from the 

qualitative interview, I knew that he does not like that ice cream and it belonged to his American flatmate. Since 

I knew from the interview that he is interested in British culture, I selected a toffee sauce so that the order made 

some sense. 
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5.1.3   Who is behind the algorithm? 
By assuming the position of the algorithm in my process, when I had to make a decision I doubted the criteria to 

use. I had to choose from which source of data (quantitative or qualitative) I should use to create the output, and 

the strategy behind the algorithm, e.g. efficiency, the user’s nutritional goals, pushing particular products, etc. 

This made me question whether, if the incentive was to sell more, would I push the user to buy products that 

were in my interests? Would I care about alternatives which might better suit their budget and health goals? 

How biased and constrained would this be? Would I try to make an efficient use of what the user already had in 

their fridge? How would dynamic pricing affect an automatic delivery? How would I make use of the user’s 

data in relation to Big Data associations and profiling strategies? (Figure 5.7). 
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Figure 5.7: Questions that emerged at the backstage of the ‘SMART Fridge’. 
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Being the algorithm thus made me reflect on how outcomes depend on the incentives of the companies involved 

with the software. This process made me aware that whoever is ‘behind me’, has significant influence on the 

algorithmic outcomes, by applying their needs to the device’s logic. In this way, by incorporating the idea that a 

company sits behind ‘me as an algorithm’, I realised that we should expect commercial strategies in the 

outcomes of IoT services. In turn, this made me think of the ways a user could easily become a daily customer 

of a single company.  

 

Marketing 

As part of the blurry future of the IoT ‘SMART’ fridge, based on what we can expect of the technology, I 

thought of providing a broad range of marketing outcomes. For this, I simulated possible marketing strategies as 

part of the Internet-fridge associations that may emerge, such as recipes, suggestions, advertisements, Amazon 

shopping lists and user activity updates. 

 

Suggested products 

In the fridge report I also suggested products alongside existing contents’ descriptions. This section was written 

in a somewhat ‘mechanical’ way and was not personalised. For this, my human knowledge played an important 

role, as is illustrated by the suggestion of Lucozade for participant A. From our interview, I knew that he 

consumes energy drinks and comes from America. I knew that Lucozade was the first energy drink in the UK 

and is still very popular among locals. I imagined that he wouldn’t know about it, so introduced him. 

 

For participant B, I suggested Coca-Cola Life, since it sounds ‘healthy’: she tries to eat healthily and consumes 

natural products, so this recommendation ‘made sense’ from a marketing perspective based on this ‘lifestyle’ 

segmentation. In Coca-Cola Life’s description, it says it contains stevia – with which the drink is partially 

sweetened– a natural sweetener from South America: participant B is from Brazil, where stevia is popular. 

Moreover, the bottle was composed of 30% vegetable fibre and is marketed as ‘natural’ and ‘green’, which may 

have appeal to a professional woman who eats very healthily and is conscious about the environment.  

 

I also thought that suggesting Coca Cola Life would work well as a simulation of ‘pushing a products’, because, 

as Coca Cola invests heavily in advertising, their involvement within product suggestions can be expected.  

This product suggestion was paradoxical, because, although it sounds healthy and therefore ‘makes sense’ in the 

context of the user’s ‘profiling-data’, it makes no sense in the context of the qualitative information about 

participant B (she was into eating healthy natural food, not into ‘light’ artificial products that sound ‘healthy’).  
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The suggestion given to participant C can be described as straightforward – ‘making sense’ – as the output was 

driven by data gathered from him. I knew he wished to eat in the local fashion and believed cheddar cheese to 

be representative. Additionally, I knew that he had gained weight and was about to start going to the gym, so 

suggested ‘Health Conscious Cheddar’ from Tesco. The choice of Tesco was informed by the fact that he often 

visits a nearby 24-hour Tesco, which was even one of the reasons he moved to his house.  

 

Advertisement 

In this section I delivered advertisements and took this as an opportunity for ‘making sense and nonsense’. 

 

I found out that participant A is a fan of the Green Bay Packers, an American-football team, who are sponsored 

by Miller Beer. I combined this fact with his fridge being full of beer, and his wish to lose weight (he has no 

time to go to the gym and eats high-calorie food) and came out with the suggestion that he buy ‘Miller Lite’. 

This is promoted as a ‘low calorie’ beer (with the amusing slogan ‘Low in man boobs’). I also suggested that he 

visit the Cereal Killer Café on Brick Lane, which I knew about from time spent living near London’s ‘Silicon 

Roundabout’, which is nearby there. Because this participant was similar to the people I had encountered in that 

area, and because America has a big cereal culture, I thought the cafê would suit him.5 

 

I gave participant B an advertisement for Pilates because she eats healthily (fruits, vegetables, almond milk) and 

orders ayurveda products from Amazon. Moreover, during our interview, she told me that she used to do yoga a 

lot. In this algorithmic outcome of data ‘sense’ but context ‘nonsense’, I offered something that would make 

sense in relation to her eating habits, but not her personal context: yoga and Pilates have a very different 

philosophy behind them. I suggested a popular chain in Notting Hill, which is near where she lives. I offered 

this because smaller venues, that may have been closer, do not often possess enough resources to invest in 

marketing. I also suggested Moët & Chandon champagne to participant B, based on the data from the fridge, 

since her flatmate buys a lot of champagne. This was an advertisement reinforcing a ‘sensed’ preference, which 

makes no sense for her since she does not like champagne.  

 

 

 

 

 

                                                
5 Cereal Killer Cafe, is the UKs first specialized Cereal Cafe. They sell over 120 different types of cereal from around the world and you can 
choose from 30 different varieties of milk and 20 different toppings. The venue is a target for designers, bankers and geeks; the cafe was 
attacked in September 2015  by anti-gentrification protesters.  
 
Cereal Killer: hipster cafe attacked by masked anti-gentrification mob. The Telegraph. 5:20PM BST 27 Sep 2015. Available at: 
http://www.telegraph.co.uk/news/uknews/crime/11894644/Cereal-Killer-hipster-cafe-attacked-by-masked-anti-gentrification-mob.html 
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In the case of participant C, I proposed offers and coupons, including an offer to travel to Beijing because the 

‘SMART’ fridge could sense many oriental products in the fridge, like Chinese chili sauce. In this section I also 

experimented with marketing and geo-location. To participant C, I provided a coupon for Nando’s (a restaurant 

chain) that allowed a customer to “get the second set of chicken+side at ½ price” because it is affordable, near 

to his home, and he likes meat but has no time to cook.  

 

Finally I suggested a very modern gym to participant C since, in the interview, he told me that he had just 

joined the gym, used to be very fit while serving in the Chinese military and was starting to feel his age. The 

suggested gym was conveniently very near to his house and the advertisement was a “3 months free” offer. 

 

The process of being the algorithm made me reflect on the variety offered to the user and the implications of a 

reduction in choice, a characteristic feature of marketing. 

 

Amazon 

 

In relation to possible services, I imagined that Amazon would be involved in creating an automatic shopping 

list, a feature suggested by Sterling (2014), so I automatically ‘ordered’ products from Amazon in the 

simulation. In this part of the service, with my algorithmic freedom to experiment with possible IoT outcomes, I 

decided to include all the ingredients needed for the suggested recipes, and therefore had to choose products that 

varied enormously in price. Following a commercial strategy, I often chose expensive products. 

 

The Amazon lists were made by adding things that the participants had in their fridges, applying the ‘similar 

products’ strategy, and by incorporating elements needed in the recipes. Probably this could be inferred by a 

company behind the algorithms and/or the fridge, if it had the magnitude of personal data that Google has. 

Based on the fridge data and on the interview, in this area I also deliberately added some products that make no 

sense for the user.  

 

By doing this as an algorithm, I had the chance to select the brand (price) and add automatically some products 

related to the recipes I had recommended; for instance, ordering a £7 bottle of extra virgin olive oil or expensive 

toilet paper for participant A. For participant B this commercial strategy was reflected by ordering a whole 

organic chicken alongside an automatically-ordered roasting tray necessary for the recipe. 
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For participant B, I ordered several products related to health and beauty, based on insights from our 

conversation and her interest in ayurveda. Thus, I ordered Ayurveda Pura Holistic Essentials Rejuvenating Skin 

Toner (£24.95), Probiotic Max-High Strength (£6.79), and spirulina tablets (£14.99). I also added luxury 

elements such as organic hazelnut truffles and virgin coconut oil. Using the sausages in the fridge as a starting 

reference in participant B’s case, I added chorizo to the shopping list, as this fit the common strategy ‘customers 

that bought this item also bought’. This was an instance of ‘no sense’ in context, since I knew that the sausages 

were left there by a visitor and the participant disliked them. But it would be unlikely that a ‘SMART’ fridge 

would know that context. 

 

Echoing the way Amazon pushes products by ‘understanding’ participants’ preferences, I also suggested books. 

In participant A’s case, I understood that he was interested in design and technology, so suggested The Circle, 

an American novel based in a technology company. I suggested an Ayurveda book for participant A because her 

interest in yoga and the way she eats. For participant C (who used to work on a food blog) I suggested a recipe 

book by Yotam Ottolenghi, he enjoys Jamie Oliver. 

 

Weather 

By observing the services that ‘SMART’ fridges currently offer, I noticed that many functions are completely 

unrelated to the normal uses of a fridge; offering for example a memo board for the family or the weather 

report. IoT technology allows the fridge to have any kind of information from the Internet, and since the 

weather may affect the food we eat, I decided to show a weather report before offering recipes. In the case of 

participant B, this was a very important precedent for the product ‘papaya sorbet’. 

 

Activity 

I ended the fridge update with a report on participants’ physical activity. Since health and fitness are closely 

related, I decided to include a simulation of wristband data; we can expect this link from IoT companies. This 

part was written in a ‘mechanical’ way, e.g. “68% of your goal. You exceeded your maximum by 156 calories.” 

 

However, I also became more personal at this point, as if the fridge were understanding the person, asking 

questions like “Should I move your alarm?” and offering support: “2,000 more steps to reach your goal, good 

luck”. I also used this persona-language to make some judgements: “You are quite far from your goal getting 

healthy and fit.” 
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In relation to the possibility of getting the user involved with the ‘SMART’ system, I wrote them messages 

reminding them to update their profiles and preferences so that the fridge could provide them with better 

service. For instance, “So that I can serve you better please update your preferences” and “Looking at the 

activities in your calendar, I notice that your profile is not up to date. So that I can serve you better, please 

update it soon.” I finished the email with “Have a good night [or day]”.  
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5.1.4 Post IdIoT Analysis: Qualitative Interview and Mental Models  
 

a. Mental Models 

Following the fridge update report, I met the participants again, and asked them to elaborate their mental models 

(Norman & Draper, 1986) of the technologies involved, in order to analyse their understanding as early 

adopters. I was interested in their mental models since through this analysis it is possible to reveal gaps in their 

understanding and inaccuracies which provide insights into how people think of a possible uses and 

consequences of IoT technology. 

 

I gave participants 10 minutes for this task. In order to focus on the representation of the system and not their 

drawing skills, I provided the participants with some images representing components of the system (similarly 

to methods used by Payne, 1991 to explore people’s understanding of cash machines, and Lockton, 2011 to look 

at heating systems). Since I wanted to understand how the users conceptualise the Internet-connected aspect, 

and in order not to bias their imagination, I avoided giving them drawings in relation to this (Figure 5.8). 

 

 
 

Figure 5.8: Images provided to the participants. 
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In this section I asked the participants: 

a. How is your smart fridge connected to the Internet? (Draw the connections and the required technology.) 

b. How do you think your fridge knows what it has inside? (Draw the technology involved.) 

c. Write the features you expect from a ‘SMART’ fridge: 

 

Results  

 

a. Participant A represented the fridge as being connected wirelessly to a router, which would also be connected 

(wirelessly) to a smartphone. In the drawing can be seen how he linked the data from the fridge to a ‘world 

database’ controlled by Google. Next to that he wrote, “Google fridge manages food profile.” (Figure 5.9) 

 

 
Figure 5.9: Participant A’s response to: How is your smart fridge connected to the Internet? 

 

 

Participant B drew an integrated router in the fridge and wrote “router hardware/software kind of thing”. In her 

drawing, the fridge connects wirelessly with a router placed in the living room. She placed the router (which 

shows its physicality, by including the cables), with a SKY TV box and Apple’s Time Capsule wireless backup 

box. 
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Figure 5.10: Participant B’s response to: How is your smart fridge connected to the Internet? 

 

Finally, participant C developed several options. He included the idea of having a chip connected to the fridge, 

with the option of being wirelessly connected by a router or by a direct wireless connection with a smartphone. 

 

 
 

Figure 5.11: Participant C’s response to: How is your smart fridge connected to the Internet?  
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b. In this area, participant A had the idea that you have two things when you leave the supermarket: a receipt 

and food. According to him “you cannot rely on your supermarket collaborating with your fridge”. In this way, 

for him the most logical solution was to scan the photo of his receipt from the supermarket using his phone, 

which connects wirelessly to a Google fridge and then connects to the router in his house and then to his fridge. 

For him, this goes hand in hand with describing the food you eat to a fridge smartphone app manually (feeding 

the ‘SMART’ fridge). Finally, he also wrote an equation to be considered: 

 

[food purchased - food consumed = food in the fridge] 

 

 
Figure 5.12: Participant A’s response to: How do you think your fridge knows what it has inside? 

 

Participant B showed a fridge with an integrated RFID chip reader. Then she described, in words, how all 

products should have an RFID tag. For her, the fridge could have an RFID system that could track the products 

wirelessly. She marked all the drawers and indicated that they would work with scales to monitor weight, which 

would represent quantity consumed. For her there was also the possibility of having cameras installed to track 

fruit and vegetables, since she considered putting RFIDs on fresh food ‘weird’. She explained that this could 

work by having shape/colour recognition, and that the cameras could be connected to software. 
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Figure 5.13: Participant B’s response to: How do you think your fridge knows what it has inside? 

 

Participant C similarly believed that this could be achieved by having pressure sensors that detect weight, along 

with a 3D camera –(something like a Microsoft Kinect depth camera), a microphone to which a user can speak 

while adding food; or by cheaper technology, which he exemplified by having a ‘push-button’ for eggs. 

 

 
 

Figure 5.14: Participant C’s response to: How do you think your fridge knows what it has inside? 
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c) The features that participants would expect from a ‘SMART’ fridge are shown in the Table 5.3: 

 
 

Participant A Participant B Participant C 

-Calorie tracker 
-Refill alerts/reminders 
(through the day you are 
reminded to get milk, 
etc.. 
-Price monitoring “milk 
on sale today 
-Each drawer knows 
what food is inside and 
regulates the temperature 
accordingly... 
-Expiration warnings 
with coloured light 
indicators inside the 
fridge: “eat pasta you 
have 2 days left” / “milk 
is bad, do not consume” 
-Segments/ Eco: The 
fridge knows if 3 or 4 
sections are occupied and 
it can cut a section to 
save energy. 
-Recipes suggestions 
based on contents: “get 
eggs, you can make this” 

-Energy tracking. 
-Food running out alert. 
-Shopping list 
-Recipes “like when you 
suggested them in 
relation to the weather or 
season” 
-Advertising could be 
good, but once that gets 
“clever” as I like or 
dislike suggestions I still 
find it scary and 
awkward. 
-Connection with Fitbit, 
particularly with the 
sleeping tracking 

-Auto clean and nice 
smell. 
-Reminds you if 
something is running 
low. 
-Suggest you recipes for 
what is left in the fridge. 
-Evaluate if you are 
eating healthy. 
-Stops people from 
stealing your food. 
-Remind you so you 
don’t open-close multiple 
things 

 
 Table 5.3: Features that the participants expect from a ‘smart’ fridge 
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b. Interview Phase II (feedback) 

The second interview was an opportunity to have a conversation and gather feedback about the experience of 

the (surprise) IoT ‘fridge-report’. See Appendix B (Section B.3) for the full description of the findings of the 

Interview Phase II. 
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5.1.5  Findings 
“If the fridge is abusing, people will end in bad relationships” – Participant A 

 

Once I had the outcomes of the drawn mental models and participants’ feedback on the reports, several relevant 

themes emerged.  

 

In the simulation I considered how to interact with the user, and explored the idea that the IoT will bring with it 

digital personalities. In relation to the language, tone of voice, and the design of messages from the fridge, by 

being confronted with language-based decisions I realised how important and different the tone could be. I tried 

two ways of communicating with the user: an impersonal-efficient (Google-like) manner and a more personal 

(Siri-like) way. 

 

The reactions varied among the participants, as shown in the feedback (see interviews II). What was clear from 

the feedback was that it becomes very problematic when software makes judgements and starts acting as if it 

knows the user too well. Participant A commented: “I don´t appreciate assumptions of Steve Jobs. I hate Siri! 

Fridge shouldn’t assume a persona” and “fridge is not alive, it doesn’t convince me”. From his point of view, 

“the fridge should take the direction of Google Now: cause-effect and question-answer”. The other two 

participants considered the Siri mode very personal. In this way, we could say that the preference for one mode 

(of language and tone) varies depending on the user's own personality, trajectory and historical experience of 

operating systems. 

 

Since the IoT also embraces the idea that machine-objects will be able to act by themselves (without requiring 

human decisions), the behaviour (personality) of the ‘SMART’ fridge was a thus relevant aspect to consider. As 

Sterling (2014) suggests in The Epic Struggle of the Internet of Things, once a device, apart from carrying out 

its main functions, is also able to offer opinions or take actions, we will as a result start to consider it in a 

different way. 

 

I explored this behavioural issue with automatic Amazon deliveries and by making judgements when I was in 

“Siri-mode”. In relation to the fridge’s automation impulse (for instance, buying expensive items) all of the 

participants agreed they were happy to have shopping recommendations, but they still wanted to control (“act 

upon”/ “be on top of”) the outcomes of the ‘smart’ service. 
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In relation to the incentives behind the ‘SMART’ fridge, all the participants agreed that a company would have 

the incentive to push products they want to sell. They did not like these suggestions because retailers and 

manufacturers might pay for them, and this results in more control in the hands of these suppliers, which 

constrains the variety offered to the customer. 

 

In the case of concerns about IoT-based marketing, answers varied among participants. The replies included 

finding it useful but being aware that corporations “love to make you consume” and considering the problem of 

buying things one does not need. In this context, all the participants agreed that companies would try to push 

their products. In relation to the potential for the ‘smart’ fridge to persuade users with its suggestions, all the 

participants agreed that this would be the case. 

 

Regarding the question of who is behind the contract between a user and a ‘smart’ fridge, replies differed 

significantly. The answers included big companies such as Google and Amazon (described as “the giants” by 

one participant), software engineers and the fridge manufacturer. All of the participants imagined big 

companies; none of them thought of an open-source fridge. 

 

The participants had different opinions about the fridge knowing their habits and suggesting shopping lists and 

recipes for them. Participant A said that it was fine for him, and participant B also believed it was fine as long 

as it did not prevent experiments with new foods. Participant C, on the other hand, claimed that this could shape 

you and “put you in your own corner”. 

 

Through this project, I gained ‘user perspective’ insights regarding the ways an IoT service could be delivered. 

In relation to the idea of receiving alerts from your fridge, I realised that a user’s location and schedule are 

important factors. Participant A commented that he wanted to have a notification when something was relevant 

at the moment when he could take action, “for example to be able to read it on the tube on the way home, then I 

can make a change; that would reduce my dissatisfaction”. This resonates with Sterling´s (2014, p.x) suggestion 

that “you as a human don’t want the cognitive burden of knowing what your host of objects is doing all the 

time, what you want is executive briefing.” 

 

None of the participants were particularly concerned by issues around privacy, and the majority were fine with 

having an algorithm collecting data from their fridges. This may be expected since the participants were early 

adopters who already quantified themselves through fitness tracker wristbands. In like manner, the entire group 

assumed that their data would be sold. On this point, the participant A noted that the data is not sold, but shared. 

 

All of the participants agreed that it was a possibility that their fridges might be hacked while connected to the 

Internet.  
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5.1.6 Reflections 
 

By developing the project ‘Becoming Your ‘SMART’ Fridge’ and by taking the position of the algorithm, I 

discovered several issues around IoT that I decided to explore further in the following practice-based project, 

the ‘SMART’ Fridge Session (see Section 5.2). 

By being the algorithm I had to put a ‘mentality’ in the process of the ‘fridge-report’ in order to be able to 

articulate the report with some direction/goal. Through this, I observed that there must be an embedded mindset 

in the development of the technology, which translates into the algorithmic outcomes, resulting in several 

implications. With this precedent, as an alternative to the AI perspective, I decided to embed a second-order 

approach into the scripted dialogues of the SFS (see section 5.2.3). 

 

An additional research area that developed from the project, which aligned with my interest in pursuing a 

second order approach, was to explore further the possible problems of making assumptions reliant solely on 

quantitative data. As an outcome, I decided to incorporate the user by making him/her participant of the 

conversation with the IoT appliance: in the SFS I thus decided to give the user of the ‘SMART’ fridge the role 

of the ‘reflective participant’ (see Section 5.2.3).  

 

Another theme that emerged from the project came from a comment during an interview, when a participant 

drew parallels between a Jawbone fitness tracker wristband and the figure of the (Asian) mother:  “Jawbone is 

like living in Asia: ‘I think you are fat’, ‘you are stressed’. I don’t care what the Jawbone says… In my house, 

my mother has full control. Why Coke? ”. This comment, together with the idea of an embedded mentality in 

the algorithmic logic of the device, resulted in an interest to embed roles and personalities into the ‘AI’ of a 

‘smart’ fridge.  

 

In this framework, I realised that conversation, with a second-order approach, are key. In this project I was the 

algorithm and the ‘users’ were observing the algorithmic output; in the following project I decided to assign the 

algorithmic role instead to the public. As an iteration of the project, the user could reply to the fridge as a way to 

test a feedback system, as opposed to a one way fridge-report (see Section 5.2.4). 
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5.2 Project #4: The SMART Fridge Session  
Description: Public engagement research and dialogue analysis through a 

‘SMART’ fridge interaction.  
Venue: HQS Wellington, London. 
Date: 18-10 September 2015. 
 

5.2.1 Introduction 
 

I really don't understand you. You think I like playing sick little games with you? 

You're a very stupid computer. People don't even understand each other. 
Julie Christie as Susan Harris, Demon Seed (1977) 

 

IoT and human-machine communication 
Even if in the past the idea of having a conversation with a connected appliance or 

an artificial assistant sounded ridiculous, doing just that will become more 

common, if we believe for example Gartner’s forecast that in 2020 there will be 25 

billion connected objects talking to each other (and us) (Gartner, 2014). This 

communicational aspect is thus especially relevant when considering interactions 

with the IoT. 
 

There have been many attempts in AI and Computer Science to move interactions 

between humans and machines closer to human-to-human communication. Natural 

Language Processing (NLP) aims to create systems that can understand and speak 

natural languages as well as humans can. NLP (considered an ‘AI-complete’ 

problem1) is based mainly on Machine Learning techniques, though not entirely. 
 

Current artificial assistants, including Google Now, Siri and Cortana, rely 

predominantly on pre-programmed answers. Yet even while it is clear these 

programs are not human, people still appear on the surface to communicate with 

them in an almost personal way.  

                                                
1 In the field of AI, AI-complete (AI-hard) problems are the most difficult computational problems, which 
implies that it won’t  be solved by a specific algorithm. An example of this could be ‘The Natural Language 
Problem', (creating a system that can understand and speak a natural language as well as a human) or `The Vision 
Problem' (creating a system that can see as well as humans). 
2 In a move symbolic of Silicon Valley’s growing influence in architecture, Tony Fadell (Nest CEO), joined 
architect Rem Koolhaas on stage at the Biennale 2014 opening to discuss the future of architecture (Fadell and 
Koolhaas, 2014). 
3 Rogerian Therapy: 

A form of psychoanalysis developed by Carl Rogers (1902–1987), in which a therapist with an “unconditioned 
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The interactions between users and their virtual assistants can be very entertaining, 

and while funny, the outcomes veer between usefulness and sheer unhelpfulness 

and apparent stupidity (Figure 5.15). It is difficult to imagine such an assistant 

managing the complexity and dynamics of a home. 
 

 
 

Figure 5.15: Siri, as an example of how the interactions between users and their 

virtual assistants can be very entertaining; and while funny, the outcomes veer 

between usefulness and sheer unhelpfulness and apparent stupidity (real 

dialogues). Source: Quertime.com 

 

My interest, then, is in questioning the possibilities that occur when the so-called 

intelligence embedded when domestic IoT objects come into our complex and 

inconsistent lives to continuously sensing and analysing our behaviour. In this 

project I therefore explored what might happen if, instead of a passive interaction 

(the IoT device waiting for you to respond, or like Jawbone (see Section 2.4) , 

simply giving an abstract statement of encouragement), IoT devices started 

attempting to communicate intelligently with their users and other appliances in a 

two-way fashion.  
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My interests diverge from the AI concern with language, syntax and semantics. 

Rather, in this project I employ a second-order cybernetics approach to question 

how IoT devices could (ever) embrace human complexity and subjectivity in 

interactions with its users. 
 

Focusing on the active role of IoT devices, I decided to generate conversations 

between users and a ‘SMART’ fridge through a messaging program on a 

smartphone. For this I developed two kinds of dialogue, which formed the basis of 

two sub-projects I carried out as part of the SMART’ Fridge Session. The first, 

‘scripted dialogues’ was based on user’s reflections. The second, ‘assigned roles’ 

tested the idea of non-neutral aspects of algorithms by assigning roles to 

participants: one to play the role the AI in a ‘SMART’ fridge), and the other to 

play the role of the user (Figure 5.16). 
 

 

 
 

Figure 5.16: Projects in the ‘SMART’ Fridge Session. The ‘scripted dialogues’ 

was an interaction between a script and a participant (user). The ‘assigned roles’ 

was composed by two participants, one of them in the role of the ‘SMART’ fridge. 

Assigned roles

Participant Participant with a role

Scripted dialogues

User ‘SMART’ Fridge

Participant scripted dialogue
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As with Becoming Your ‘SMART’ Fridge, while still ‘simulating’ human 

interaction with software, the approach was similar, bur not identical to, techniques 

such as Wizard of Oz (see section 5.1.2) — in the assigned roles even more so, 

since two participants were interacting with each other (one acting as a ‘SMART’ 

fridge) rather than with the researcher. Here it was possible to see how users adapt 

to the language of their interlocutors in order to depict the particular characteristics 

of human-machine interaction, in my case the ‘smart’ fridge. 
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5.2.2  Project Description 
 

Setting 
The SMART Fridge session was part of Off The Wall, an exhibition September 

19-20, 2015, staged aboard HQS Wellington a 1933 former military ship moored 

on the Thames River (Figure 5.17).  

 
 

Figure 5.17: HQS Wellington on the Thames at Victoria Embankment. 
 

The exhibition consisted of paintings, sculpture, photography, video works, 

performances, drawing and installations from London colleges including the Royal 

College of Art, Slade School of Fine Art, Goldsmiths, Camberwell College of Art 

and Chelsea College of Art. Attendees ranged from toddlers to people in their 70s, 

many of whom had simply come to the exhibition because they happened to be 

walking by. 
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‘  

 

Figure 5.19: ‘SMART’ Fridge Session flyer. 
 

Sample 
16 visitors took part in the ‘SMART’ fridge session, comprising people I had 

specifically invited by personal email invitations (including those taking assigned 

roles), and visitors to the exhibition. These comprised 6 women and 10 men, with 

an age range of approximately 24–40. All of them were familiar enough with 

technology to be able to use the provided smartphone to send and receive messages 

(Figure 5.20).  
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Figure 5.20: Photos from the ‘SMART’ Fridge Session at the HQS Wellington. 

London: 18-20 September 2015. 
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Setting 
The ‘SMART’ Fridge Session setup was composed of two chairs, in which each of 

the participants sat during the interaction. There were two roles: a ‘SMART’ fridge 

and a user.  As a symbolic detail, each chair was placed in front of a ship’s 

wheel, to metaphorically imply the idea of ‘steering’ the dialogue. Furthermore, 

the Greek root of the word 'cybernetics' κυβερνήτης (kybernētēs) means 

‘steersman, governor, pilot, or rudder’ (Figure 5.21). 
 

 
Figure 5.21: The ship’s wheel ‘steering the dialogue’. 

 

In order for the user to feel embedded in the ‘SMART’ world, the interaction was 

conducted through iPhones for each of the participants with assigned roles (Figure 

5.22 and Figure 5.23). Dialogues were projected onto an adjacent wall, and there 

were additionally several rows of chairs for other visitors to observe (Figure 5.24). 
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Figure 5.22: A participant chatting during the interaction. 
 

 
Figure 5.23:  Dialogues on the wall. 
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Figure 5.24: The audience watching the interaction. 
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5.2.3 Scripted Dialogues 
 

The scripted dialogues in the ‘SMART’ Fridge Session involved a participant 

playing a user, conversing with a scripted ‘SMART’ fridge. Informed by my 

interest in the second-order cybernetics epistemology (Chapter 3), I decided to 

incorporate some second-order concepts into the design on the ‘SMART’ Fridge 

script. In Table 5.4 are the relevant concepts I deemed important when considering 

interactions with ‘smart’ devices.  
 

 
Observing 
systems  

The inclusion of the observer (observes, explains) 
The observers are not neutral and detached 

Circularity Each of us produces our own meaning and 
understanding (re-interpretation).  

Self-reference Autonomy, identity  

Conversation Meaning is constructed by individuals involved in an 
act of communication 1 

Not problem-
solving 

Ways of framing an issue 

Systemic  
approach  

Systemic model of the user 

Table 5.4: Characteristic concepts of second-order cybernetics 
 
 
The Figure of the IdIoT 

I was interested in exploring the possibility of a shift in perspective from the 

current Algorithmic Paradigm (described in Chapter 2) in the context of the 

‘smart’ home, towards a situation in which the user is considered an experiential, 

nonlinear subject, rather than a probabilistic and linear. The figure of ‘the IdIoT’ 

(Chapter 4) emerged after my experience of quantifying myself  (Section 2.4), 

together with my observation of ongoing technological trends.  
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Using Glanville's (2014) suggested method of  ‘slowing down’ and questioning 

‘what are we busy doing?’ in relation to IoT technology, I found central 

reductionist issues which resulted in Table 5.5. Here, I contrasted the problems that 

I became aware of through second-order cybernetics principles, which I thought 

were important to be considered and explored in relation to a possible next 

generation of IoT technology.  
 

Current values (as characterised 
by Silicon Valley) 

Alternative values (as characterised by second-order 
cybernetics) 

First-order reporting Second-order reporting 

Linear Non-linear 

No systemic understanding 
(e.g. health, fitness, diet) 

Incorporation of system dynamics 

Based on assumptions, reflected in 
the language 

Based on questions and ‘annotations’ 

Problem-solving Problem-framing 
- Problem setting must be considered 
- Possibilities for enabling the construction of choice 

‘Smart’ technology as embedded 
intelligence (stored in a computer, 
created by intelligent algorithms) 

‘Smart’ as relational (human and algorithm are responsible 
for the smartness of the interaction) 
- Feedback: reciprocal control 

Normative Non-normative: Choices provide users with choices and 
indicate possible repercussions:  
-“ If I want to hear more consequence of not doing that, x 
may happen because of y and z” 
-“You can improve x in another way” 

Trivial Meaningful 
Assumes that machines are by definition ignorant, by 
considering a systemic approach and by incorporating the 
observer in relation to the ‘smartness’ 

Shared values Variety of values (ask the user) 
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Opaque outcomes  
It doesn´t tell me why I receive this 
result 

Transparent outcomes 
Tells me why – I can learn more and trust it more 

Defined, statistical goals  Emergent goals based on human reflections on outcomes and 
agreement about ongoing activity. 

Aims for objective intelligence 
without responsibility (examples: 
Google car crash, Jawbone telling 
me eat chocolate without asking 
me if I have diabetes) 

Assumes human is responsible for relationship with the 
machine 

Table 5.5: Comparison of values between present and possible next generation of 
technology 

 
 
Given this background, I decided to question the ‘problem-framing’ approach of 

current AI-driven IoT technology, and developed an alternative interaction as an 

attempt to better embrace our complex and nonlinear existence. As a result, I 

decided to explore the concepts listed in Table 5.5 by embedding a second-order 

approach into experimental user interactions with a ‘smart’ fridge. The second-

order concepts embedded throughout the dialogues are described in a symbology  

(Appendix C, section C1). 

In order to test the concepts that I thought important for the next generation of IoT 

technology, I thereby developed the scripted dialogues, to incorporate a second-

order approach into the interactions by embedding them into a script for a fictional 

‘SMART’ fridge (A ‘SMART’ fridge dialogues’ flow-chart can be seen in 

Appendix C, section C2.) 
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The creation of the scripted dialogues  
In my research as a whole, the user is not merely seen as a passive consumer who 

receives normative outcomes, but as an active subject able to reflect on their own 

data.  Some key concepts I was interested in addressing, in the context of data-

driven outcomes, were related to this acknowledgement of human subjectivity and 

the importance of lived experiences. I also wanted to avoid the idea of technology 

embodying ‘shared values’ – an idea promoted, for example, by the CEO of Nest, 

one of the leading ‘smart’ home companies, as characterised by the phrase 

“technology is helping you to do things you already want.” 2 This attitude was also 

evident in my experience using a Jawbone (see Section 2.4)—experiencing first-

hand the normative assumptions around shared values and understandings.  
 

While designing the script, I kept the following questions in mind:  
● How could I avoid telling the users what to do?  

● How could I make the user reflect on their data?  

● How could I help the user understand the implications of their actions in 

relation to health, sleeping and fitness without being normative?  

● How, with all these attempts, could I avoid simply giving data to the 

machine to be treated with the same machine logic?  

 

Even if it is impossible to avoid the fact that designers and engineers will 

necessarily make assumptions (all design is modeling, in a sense: Ayres, 2007) 

— which results in shaping a partly normative discourse (considering non-

normative outcomes can be seen as an aspiration that will never be fully 

achieved) — nevertheless, there are potential ways in which the creation of more 

open-ended systems (the fact that users are enabled to make choices), can result 

in a 'balance' of the normative outcome. 

 

 

 

 

                                                
2 In a move symbolic of Silicon Valley’s growing influence in architecture, Tony Fadell (Nest CEO), joined 
architect Rem Koolhaas on stage at the Biennale 2014 opening to discuss the future of architecture (Fadell and 
Koolhaas, 2014). 
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As an outcome for this project, I therefore experimented in the script with the 

following second-order cybernetic concepts, which are detailed below:  
 

a. The observer is taken into account 
b. The user shapes the system  
c. Feedback of the performance of the system itself  
d. Statistical transparency 
e. Systemic understanding and relevant insights that can only be achieved 

through conversation 
 

Other considerations included: 
f. Alternative ways of understanding the user 
g. Routines 
h. Assumptions 
i. Suggestions 
j. The device being neither a coach nor a therapist 
k. Allergies, drug intake and dietary restrictions 
l. Subjectivity and constructivist learning 
 

 

a. Taking the observer into account 
With a special interest in the significance given to the involved observer, and the 

consequent individuality and responsibility for their actions as a second-order 

characteristic, this project provided the user with the agency to give meaning to 

their data in the context of the ‘smart’ home. In order to increase the involvement 

of the individual throughout the interaction, I provided a space for the 

‘personhood’ of the data provider (user) within the script. As an attempt to better 

respect the complexity of life and the subjectivity of the user, the reflective 

questions I developed were designed to enable users to elaborate their rationale 

and provide context. 
 

As an attempt to embrace this issue I developed a system in which the IoT 

appliance thus triggered a reflection in the user, instead of offering a normative 

outcome (Figure 5.25). 
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Figure 5.25: The observer taken into account  
 

During the interaction, the ‘SMART’ fridge was designed to prompt reflection. 

Under the premise that reflection is necessary for learning in a constructivist 

paradigm (Chapter 3), and as an alternative to normative outcomes, I wanted to 

avoid unidirectionality by enabling the device to become an entity that prompted 

user reflection. This allowed the observer to be taken into account, since the 

machine did not tell what to do, but provide data-based patterns for the user to 

reflect upon. This placed responsibility in the observer’s hands, resonating with 

von Foerster’s (1992) idea that the observer is responsible for their own observing 

process. 
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These strategies were applied to different aspects of the user’s activities, and 

related to the idea of an IoT wristband connected to a ‘SMART’ fridge (see 

Appendix C2 to find the script structure): 
Walking: B1, B2, B3, C1, C2, C3 
Lifestyle: D3, D4, D5, G2 
Sleeping>D6, E1, E2, E3, F1,F2,F3,F4,F5 
 

b. User shaping the system 
I also explored the idea that the user shapes the ‘smart’ system through the 

‘conversation of the conversation’, e.g. when the ‘smart’ fridge asks “Do you want 

me to keep an eye on that?” or “Do you want me to encourage that?” (Figure 5.26). 

This allowed a co-created system of change where the ‘smartness’ of the 

interaction is constructed by the user and the machine. This mutual shaping was an 

instance in which the user has agency over the evolving  ‘smart’ system. This is 

reflected in the sections B5, C4, C5, E4, G9,S7, P1, S2, S3 and S7  (see Appendix 

C2). 
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Figure 5.26: User shaping the system 
 

c. Feedback of the performance of the system itself 
An important issue addressed in the script was the idea of the user providing 

feedback on the performance of the system itself. Here the machine acknowledges 

the idea that it may be ignorant (e.g. the ‘SMART’ fridge asks if there was a 

failure in tracking). This can be seen in P1 and S2 (Appendix C2). 
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d. Statistical transparency 
I was interested in exploring the idea of transparency in relation to statistical 

outcomes coming from ‘smart’ appliances (Figure 5.27).  
 

 

 
Figure 5.27: Statistical transparency  
 

This was an important aspect to address, especially in light of my own experience 

with the Jawbone wristband (Section 2.4), where I was apparently ranked in the 

top ten percent of all Jawbone users and in the top four percent of females in their 

twenties. I was very surprised by these results because I do not put much effort 

into physical activity, so this made me wonder about the people I was being 

compared to. When I tried to upload my first meal into the Jawbone app, the most 

popular item listed was a hamburger on a bun (Figure 5.28). 



 

 187 

 

 
Figure 5.28: ‘Smart’ statistics. Most popular item ‘Hamburger on a bun’ perhaps 

said a lot about my ‘competitors’. 
 

By contrast, in the ‘SMART’ fridge script, the machine asked the user if they 

wanted to know the reasons behind its decisions. Though the reasons for particular 

suggestions were not provided during the interaction, this suggested that, in the 

future, if a user was interested, the ‘smart’ appliance could or should make visible 

the parameters that determined the algorithmic result. 
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e. Systemic understanding 
Another important aspect I wished to include was consideration of the systemic 

existence of the user, that is, his or her ‘embeddedness’ within wider technological, 

social and cultural systems. Since this was a case in which an IoT wristband was 

connected to a ‘smart’ fridge, I designed questions around the interrelation of 

different aspects of life, so that I could analyse the resultant complexity. These 

questions involved eating behaviour, sleeping habits and physical activity. 
 

In this systemic approach I also asked contextual questions, which provided a 

space for each of the participants to bring their particular background to the 

subject. In the case of sleeping habits for example, this was exemplified by the 

questions D6, E1, E3, F1, F2, F3, F4 and F5; while  B1, B2, B3, B4, C1, C2 and 

C3 were related to physical activity (see Appendix C2). 
 

Relevant insights that can only be achieved by conversation 
 

In the script I made evident that there are insights, usually not considered in the 

design of IoT devices, that should be considered when dealing with sleep, physical 

activity and eating habits. These include factors relating to wellbeing and nutrition 

such as hydration, snacks, alcohol and coffee consumption. However, since most 

consumption of this sort happens outside the home, the ‘smart’ appliance has no 

way of sensing it. On of the only ways for a ‘smart’ fridge to find out is to ask, so I 

had the fridge do so. This is shown in the symbology with the sign of a black 

message (Appendix C1), and can be seen in D3, D4, D5, G2 and G3 (Appendix 

C2). 
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Other issues explored in the script  
 

f. Alternative ways of understanding the user 
In order for the ‘SMART’ fridge to get sense of the user’s dietary inclinations, I 

developed several alternatives strategies for soliciting information, which helped 

the ‘SMART’ fridge make better sense of the user’s diet. One strategy was to ask 

about vegetables and fruits, since this information would be helpful in encouraging 

a healthy outcome. Another approach was to ask for the participant’s favourite 

dish, as this would help the ‘SMART’ fridge suggest related meals. This is 

reflected in J1 and J2 and in J3 (Appendix C2). 
 

g. Routine 
The question of routine illustrates the complex existence of humans, and could 

have direct implications for the way in which the system ‘makes sense’ of its user 

by reaching beyond machine learning and sensed patterns. These descriptions can 

be seen in D1 and D2 (Appendix C2). 
 

h. Assumptions 
In the script I was also interested in testing reactions to the idea of technology 

making assumptions about the user. In order to analyse user responses about such 

assumptions, I provided a space for them to reply with a comment about their 

understanding of what was going on. Based on my Jawbone experience, in which I 

received a comparison with previous weeks (Figure 5.29), I decided to place 

statistics about walking into the script.  
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Figure 5.29: Examples of my Jawbone ‘UP Weekly’ report 
 

This meant that some participants were told “you’ve been walking less” and others 

“you’ve been walking more than last week”. In the case of walking, each 

assumption was followed by a different branching with different questions, e.g. 

Participants B and H were told that they walked more. This can be seen in B1 and 

C1; other assumptions are reflected in G1, G4 and E7 (Appendix C2). 
 

i. Suggestions 
I applied the same strategy in the case of suggestions for places to eat, by 

providing the user with a space to reply to the outcome. Suggested venues were 

selected because they were what Google Maps showed when HQS Wellington was 

identified as the current location (Figure 5.30).  



 

 191 

 

 
Figure 5.30: Suggested restaurants by Google Maps with HQS Wellington as the 

current location  
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I suggested different restaurants depending on whether the interaction was in the 

morning or the afternoon. In the morning, I offered Tom’s Kitchen at Somerset 

House or the Cheshire Cheese, and in the afternoon I suggested The Edgar Wallace 

Pub. Taking budget into account, I alternated venues based on price: Tom’s 

Kitchen for example was the expensive option, while the Edgar Wallace and the 

Cheshire Cheese were classified as affordable.. In both cases I offered a vegetarian 

option. This suggestion can be seen in Q1 and R1 (Appendix C2). 
 

j. Not a coach, not a therapist 
In this script I was not interested in embedding particular roles such as coach (as in 

IoT wristbands, e.g. Jawbone) (Figure 5.31) or the role of the therapist (e.g. 

Eliza—see below) into the technology. Rather, I wanted to test an alternative 

interaction in which the user actively reflects, with the appliance as an entity that 

prompts reflection rather than making value judgments. This came from my belief 

that the user is in the best position to derive value and benefit from harvested data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.31: The ‘smart coach’ used in the Jawbone wristband  
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Eliza was created between 1964 and 1966 at MIT by Joseph Weizenbaum as an 

early attempt to design software that used natural language.  The software 

functions by processing user responses to scripts, and applying a simulation of 

Rogerian psychotherapy to them. 3The program assumes that, generally, the input 

of the ‘patient’ exceeded the capacity of the database, and therefore provides 

general responses which use almost no information relating to the 

participant’s thoughts.  

 

Weizenbaum (1976) described Eliza as a parody of the one directionality of the 

psychotherapist in a psychiatric session. In this context, Weizenbaum can be seen as 

a ‘critical designer’ by making Eliza’s users experience the overinterpretation of a 

rudimentary system based on string operations of the keywords. Because of this, I 

used Eliza’s questions so that the user would provide more information. This is 

reflected in E2, E5, E6, F6, F7, H1 and S5 (Appendix C2). 

In this way, it is important to mention that Eliza, when compared with current IoT 

interactive platforms (e.g. my experience of using the Jawbone) or for example 

Google’s Cleverbot (Figure 5.32), Chatty (“an AI Chat Bot”, Figure 5.33) or 

Slackbot, (England, 2015), appeared to perform much better in relation to 

reflective outcomes (Figure 5.34). 

 

 

 

 

 

 

                                                
3 Rogerian Therapy: 

A form of psychoanalysis developed by Carl Rogers (1902–1987), in which a therapist with an “unconditioned 
positive regard” for the client attempts to decrease the negative aspects of a patient’s over-dependence on others 
and increase his or her level of self-reliance. Rogerian therapy hinges on nurturing the belief that despite negative 
physical, genetic and psychosocial influences, the client is ultimately in control of his or her life. Rogerian therapy 
is most useful for patients with anxiety, stress and emotional problems. 

 
"  Rogerian Therapy."The Free Dictionary's Medical dictionary. 2016 .  
 http://medical-dictionary.thefreedictionary.com 
 (15  Apr i l  2016) .  
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Figure 5.32:Chatting with Google’s Cleverbot  

 

 
 

Figure 5.33:Chatting with Chatty, an “AI Chat Bot” 

 

 
 

Figure 5.34:Chatting with Slackbot “a built-in robot chat which can supposedly 

answer questions, provide tips when prompted and perform searches” (England, 

2015). 
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In relation to the idea of ‘technology as therapist’ I decided to include existential 

questions in the script that emerged from the process of creating the interaction. As 

part of the design process, I thus asked a human psychologist to have a text-based 

chat with me, in which I assigned her the role of the ‘smart’ fridge connected to an 

IoT wristband, which measured sleep and physical activity patterns. I decided to 

use the existential question “Do you have unfinished things?” since when I 

received this question myself, it made me reflect a lot about implications for sleep. 

The existential question can be seen in G5, which was followed by the reflective 

questions G6, G7 and G8 (Appendix C2). 
 

[See the dialogues excerpt in the Appendix C3] 
 

k. Allergies, drug intake and dietary restrictions 
The continuously irresponsible, pseudoscientific health-related information given 

to me by Jawbone surprised me. For example, it suggested that I consume 8 oz of 

beetroot juice everyday (“to lower blood pressure and make you happy”), or to eat 

cereal or toast with peanut butter to induce sleep (Figure 5.35). If I was a diabetic 

(in the case of beetroot) or if I had high cholesterol (in the case of peanut butter) 

this could end up with serious repercussions, yet I was never asked about such 

things. 
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Figure 5.35: Irresponsible and pseudoscientific information given to me by 

Jawbone. 
 

This may have to do with liability issues, because it may be the case that if 

software asks a user about medical issues, the company then assumes some 

responsibility. Conversely, a fridge could buy food with traces of allergens and 

poison its user. Because of this I decided to ask if users had any dietary 

restrictions, and went further by asking for subtleties within them (G10). I also 

asked about allergies and drug intake (G11). (Most of the participants professed no 

allergies or drug intake issues.) 
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l. Subjectivity and constructivist learning 
Throughout the process of developing a script based on user reflections, I became 

aware of the importance and the problems of the way in which a machine learns 

from individuals. I decided that if software was to consider human subjectivity, an 

alternative model of learning is needed, contrasting with the one which grounds 

machine learning, but with degree of data privacy which is difficult to imagine 

nowadays. It should also ensure that any personal information provided is not 

taken for commercial use. In light of human unpredictability, a machine 

understanding of situations informed only by statistical analysis of past behaviour 

is therefore problematic.  
 

To illustrate the ways in which Machine Learning can be contested, I developed 

two alternate ways of machine learning, which are reflected in the symbology 

(Appendix C1) and the script. In the script, the space for the user’s replies (in 

purple) meant that learning was involved. Pink indicated that the reply was not 

used (the information was not stored) and that no learning would take place.  
 

In addition to the background colour of the device's responses, I developed a sign 

shaped like an envelope which indicated ‘dated and stamped’. This implied that 

that information was solely for the user, in case they want4ed to follow up their 

own annotations. When there was learning involved in the script, there were 

several footnotes explaining each particular case (see symbology in Appendix C1) 

and the script in Appendix C2). 
 

The following introduction was given to participants who entered the space and 

elected to participate, before the scripted interaction commenced:  
 

You are situated in the context of the 'Internet of Things' (IoT), a context 

where a network of objects are connected to the Internet. The objects are 

able to share/receive data and they are able to make algorithmic decisions.  
 

In this ‘SMART’ fridge session, there will be a user and a smart fridge 

talking through an iMessage chat. You will speak (chat) with a ‘SMART’ 

appliance (in this case a fridge) which is part of the ‘connected home’.  
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The ‘SMART’ fridge is also connected with a smart wristband which 

tracks your physical activity and sleeping patterns. During the 

conversation: 
 

1. Reply as much detail as you want. 
2. Feel free to reply "I won't answer that". 
3. If you already replied that the question and it feels repetitive, you can 

reply to the machine "I already told you that". 
The whole session will last around 20/30 min. 

 

5.2.3.1 Results: Interaction outcome 
There were 8 resulting interactions. The full outcome of the interactions can be 

seen in Appendix C4. Below I use extracts from the dialogues to explain the 

second-order approaches that I decided to investigate. After the interaction I 

analysed the dialogues and selected replies that illustrate the complexity of human 

central activities and a reflective user. This can be seen in the scripted dialogues 

excerpt (see Appendix C3). 
 

At the end of the session, I asked participants about their interactions with the 

fridge and about possible relationships with ‘smart’ appliances generally. The 

answers varied, but focused mainly on services, making life easier, or in the case 

of Participant D, the questions coming from the ‘SMART’ fridge were ‘senseless’. 

This is exemplified in S4, S5 and S6 (Appendix C2). 
 

Communicating with a machine 
Through analysing the participants’ replies through the lens of second-order 

cybernetics, it was possible to see that some people seemed content to receive the 

questions from the machine, while others thought that those questions should be 

left to real people, and that it was senseless to have them with a machine. The 

dialogues show that replying to reflective questions coming from a machine in 

some cases were seen as inappropriate, and not convincing enough for all users to 

give subjective replies. This was very clear in the case of Participant A, who 

decided to leave before the interaction finished. At the same time, the dialogues 

showed that even by providing an alternative to a normative, linear-causal 

interaction, it was still difficult to capture the rich complexity of human existence.  
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SMART Fridge (SF): Would you mind 

telling me when you think there are 

relevant changes in your routine related to 

sleeping, physical activity and eating so I 

can try to make more sense from your 

behaviour? If not, why not? 
Participant H: No, I wouldn’t mind if you are 

not too intrusive 
 

A clear irony could be seen in the dialogue of Participant A, who decided to quit 

before finishing the session. 

 

SF: What are the factors involved in that 

outcome? 
PARTICIPANT A: Programming 
SF: How do you think you can prevent 

that? 
A: I am not talking to you anymore machine! 
SF: How do you think you can maintain 

that? 
A: Change settings to stop you asking 

questions 
SF: Can you see that something changed in 

relation to your lifestyle for you to get that 

result? 
A: Yes, money to afford to buy a smart fridge 
SF: In order for me to understand you 

better in the future would you like to let me 

know if you have any issue that may affect 

your physical performance? 
A: Yes. Monthly menstrual cycle. Long 

working hours-stress. 
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PARTICIPANT F: 

 

SF: Would you mind telling me when you 

think there are relevant changes in your 

routine related to sleeping, physical activity 

and eating so i can try to make more sense 

from your behaviour? If not why? 
F: Would like to tell you but if I had to 

explain I would like some data privacy. 
 

 

PARTICIPANT D: 
 

SF: What if you could sleep better? 
D: I’d be happier but less interesting 
SF: Can you find a way to manage that? 

How? 
D: I am unbalanced. Nothing is finished. All 

relations are pending, unsettled, I am a 

neurotic. I think, more efficient or? I don't 

know how to solve it, can you solve it? 
 

 

PARTICIPANT C: 
 

SF: Would you mind telling me when you 

think there are relevant changes in your 

routine related to sleeping, physical activity 

and eating, so I can try to make more sense 

of your behaviour? If not why? 
C: Yes, but I tend to be lazy with these kind 

of things 
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PARTICIPANT F: 
(Regarding walking less than the previous 

week) 
SF: What do you think are the factors 

involved in that outcome? 
F: I walked less because in the last few days I 

have been working from home 
SF: How do you think you can prevent 

that? 
F: I enjoy working from home because I just 

bought an aquarium and helps me relax 

 

PARTICIPANT G: 
SF: Can you identify ways that can help 

you to reduce the stress and make you feel 

better in your daily life? 
G: No, can you? 

 

PARTICIPANT E: 
SF: Tell me more 
E: Where should I start? 
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Transparency 
During the conversations, the transparency of statistical outcomes embedded in 

suggestions or metrics emerged as an important subject. 
 

SF: If I told you that you have one of the 

least nutritious fridges (in the bottom 

20%), would you like to know how many 

people and from where your data is being 

compared? Yes, please/ I am not interested 
 

PARTICIPANT E: Yes  
No, I am not interested 
SF: Why? 
E: My recent experience was opposed to my 

diet, too much butter and no champagne left 
  

PARTICIPANT F: Yes please 
SF: Why? 
F: That would give me a bigger picture 

 

PARTICIPANT C: Yes 
SF: Why? 
C: Otherwise I wouldn’t trust if not 
 

SF: How may I help you? 
PARTICIPANT E: You didn't answer the 

previous question.. Why did you recommend 

fish and chips? 
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Diversity 
 The answers show that the participants have very different patterns of living. 

Throughout the project, the problems of embracing, in an algorithmic manner, the 

richness coming from a variety of individuals became evident. The participants’ 

replies illustrated individual differences in understanding the same scripted 

questions and provided a variety of answers for these questions. This made the 

importance of considering the subjective component (the importance of the 

observer) clear, and thus suggests the importance of avoiding statistical and 

numerical assumptions.  
 

Has there been something particularly 

troubling you? Why do you think you 

slept like that?  
Participant D: Well, before a friend of ours 

was staying because he has no apartment 

now. Of course I let him stay, but it meant 

I slept badly, then I felt worse in the day 
Participant F: Women! 

 

An example of the particularity of understanding is evident in the first question: 

How do you feel today? Participant H took this to apply to the particular physical 

context, replying, “not fine, I don’t like being in a boat”. Participant G, replied, 

“hungry”. Participant B replied with a metaphor: “sunny”. 
 

An analysis of the answers shows that they have important implication relating to 

[the fridge’s knowledge of] sleeping and diet alongside consumption which occurs 

outside of the home. An interesting point emerged from Participant F’s response to 

a question about the amount of alcohol he drinks per week, in which he replied 

“not too much for my standards”. This reflects the particular manner that the 

participant understood the question (perspective) and the relativity of the context 

of the answer. 
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Constructing meaning 
An issue that emerged from the dialogues was the related, and vital, idea of 

constructing meaning, and the use of metaphors in participant replies. This has 

been recognised in other Natural Language Processing (NPL) research (e.g. 

Carbonell, 1982,p.415).  
      

How have you been sleeping this week? 
Participant H: Like a baby 

Participant G: Not bad 

 

When the machine deals with human complexity and subjectivity, it is important to 

be aware that it will never completely understand it, but approaches such as 

second-order cybernetics at least illustrate the relevance of acknowledging this. 

This challenge suggests the need for further exploration. 
 

The outcome of this project raises challenges beyond the AI-centric focus of NLP; 

moreover, this project was an explicit critique of the current IoT model 

characterised by predictive analytics. The script reflects a shift from first-order 

cybernetics, where the system which makes assumptions, to a second-order 

approach, where the subjectivity and responsibility of the user is taken into account 

through his or her own reflective process. This was not based on aggregated data 

(e.g. Jawbone weekly reports). In this sense, the design research outcome of the 

script constitutes an alternative to the current model of ‘smart’ technology. I will 

discuss this idea further, in relation to the wider context of the thesis, in Chapter 6. 
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5.2.4 Assigned Roles 

In the assigned roles part of the SMART Fridge Session, I explored aspects of the 

subjectivity of algorithms by assigning two roles to participants: one participant 

played the ‘SMART’ fridge and the other played the user. 

 

5.2.4.1  Background 
I decided to investigate the idea of a distinct personality embedded in an IoT 

device, in order to explore the idea that algorithmic subjectivity. After the 

interaction, in my post-IdIoT analysis, I carried out a thematic analysis of the 

dialogues that emerged of the interaction (see Section 5.2.4.4). 
 

The Figure of the IdIoT 

 

The figure of the IdIoT in this case emerges from my own experience of wearing 

the Jawbone wristband. By ‘slowing down’, reflecting on the interactions I had, it 

became clear that algorithmic outcomes are not neutral. In order to test an 

explicitly subjective personality embedded in a device, I asked various 

professionals to ‘perform their job’ as an AI inside a ‘SMART’ fridge (Table 5.6); 

separately, I, asked others to play entirely fictitious roles (Table 5.7).  
 
 
Professionals playing themselves 

Interaction Designer  

Nutritionist 

Programmer/Start-up company owner 

Banker 

Scriptwriter 

User Experience researcher 
Table 5.6: Professionals’ Roles 
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Role  Performer 

Chinese mother  Chinese female in her early 
thirties 

Italian mother Italian male in his late twenties 

Jewish mother  Jewish female in her early 
thirties 

Korean mother  Korean female in her early 
thirties 

British mother British male in his early thirties 

Mafia Godfather  Portuguese Designer, male in his 
early thirties 

French fashion designer  ‘diva’ French Academic, male in his 
early thirties 

Authoritarian German general German programmer, male in his 
early thirties 

Coach  British Designer, male in his 
early thirties 

Personal trainer  British Designer male in his early 
thirties 

‘Schizophrenic’ fridge   British Artist, male in his late 
twenties 

Open Session British Anthropologist, male in 
his early thirties 

Table 5.7: Fictitious Roles 
 

 

In this way, the participants playing the roles of both user and ‘SMART’ fridge, 

through an active interaction, had the opportunity to reflect on what this ‘SMART’ 

interaction could mean for both sides. In this sense, we can say that participants 

had the opportunity of becoming IdIoTs. Through a reflective process, by 

becoming a ‘SMART’ fridge or its user, issues and challenges to IoT technology in 

relation to subjectivity were made explicit. 
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In the case of the professional roles, I involved professionals who will potentially 

have a role in the design of future IoT appliances, including an interaction 

designer, the nutritionist, programmer, banker, scriptwriter and user experience 

researcher. I also decided to invite a scriptwriter to test storytelling in the 

interaction. Each participant provided a completely different strategy for getting 

information and keeping the interaction going. 
 

There are several reasons why I chose the fictitious roles. For example, in the case 

of the mothers listed in Table 5.7, it was related to the idea that a mother takes care 

of you, with a big influence on what we eat later in life. 4This also relates to the 

previous project, Becoming Your ‘SMART’ Fridge, in which one participant 

mentioned that when the appliance started to remind him that he was not 

performing well and that he was not reaching his goals, and he made an analogy: 

“Jawbone is like living in Asia: ‘I think you are fat’, 'You are stressed.’ I don’t 

care what jawbone says...In my house my mother has full control.” Jawbone 

however, like many IoT technologies, implicitly embodies a particularly American 

personality, as I described in a previous chapter. For this reason I deliberately 

chose not to include a prototypical American persona, though some of the chosen 

personalities (godfather, coach) reflect particular American sub-cultures.  
 

An example of a mother as a protagonist related to computation is seen in the 

movie Alien (1979) in which "MOTHER" (or MU-TH-UR 6000) was the AI 

controlling the spacecraft (Figure 5.36). A more recent example is ‘Mother’, the 

name of a ‘smart’ home hub, which comes in the shape of a Russian matryoshka; 

this IoT ‘life-coach’ is characterised by the tagline “Mother knows everything” 

(Figure 5.37).  

                                                
4 The chosen stereotypes e.g. Jewish Mother or Authoritarian German general, were not meant to be offensive or 
discriminatory. As common fictional 'personality' tropes, I found all the characters amusing and the aim was to 
explore the characteristic traits when applied to the 'AI' of a 'smart' device.     
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Figure 5.36: MU-TH-UR 6000 was the AI controlling the spacecraft in the film 

Alien (1979).  
 

 
Figure 5.37: ‘‘Mother’, a ‘smart’ home hub.  
 

 

I assigned other roles, such as fashion diva, an authoritarian German general, and a 

Mafia godfather, to test diverse patronising attitudes. I also chose a ‘schizophrenic’ 

role to test the possibility of inconsistencies in responses. Due to the connection of 

fridges to health and fitness, I created the roles of a coach and personal trainer. To 

make this interaction as realistic as possible, in the case of the mother roles, the 

French diva and the authoritarian German general, the actors were participants 

from those particular cultures. 
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Props/prompts: Cards and Products 
In designing the interaction, I included two physical elements, cards and products, 

as props or prompts to assist the ‘SMART’ Fridge role and user role respectively. 
 

a. Cards 
For ‘fridge-actors’ I provided these cards to use in case they got stuck during the 

interaction. For the design of these I offered two sources: Eliza dialogues and 

Oblique Strategies cards (Figure 5.38). 
 

 
Figure 5.38: ‘Aid cards’ I provided to fridge-actors in case they got stuck during 

the interaction. 
 

Created in 1975 by Brian Eno and Peter Schmidt, Oblique Strategies is a deck of 

cards, each containing a phrase intended to help the reader break creative 

blockages:  
 

The oblique strategy cards can help a person focus towards their goal. 

These oblique strategies never provide answers, but they give a person 

impetus to look somewhere they hadn't thought of looking before. It's like 

having someone look over your shoulder and point out something you 

overlooked… They are not final, as new ideas will present themselves, and 

others will become self-evident (Eno, 2001).  
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The alternative was to select strategies used by Eliza (Figure 5.39). Eliza, based on 

the role of a psychotherapist, continuously keeps the interaction going by replying 

in a general manner, often asking more information of the “patient” (Weizenbaum, 

1966). Based on my own interaction with the software (Figure 5.40), I decided to 

select some phrases for instances when the ‘SMART’ fridge actor might have 

problems keeping the dialogue flowing. Eliza and Oblique Strategies phrases can 

be seen in Tables 5.8 and 5.9. 
 

 

Eliza 

Can you be clearer? 

Please go on. 

Does that trouble you? 

What does that suggest to you? 

Are we going to chat? 
I can't help you without a dialogue. 

Can you elaborate on that? 

Thank you, I understand. 

Fine, I want to know more. 

Table 5.8: Eliza 
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State the problem in words as clearly as 

possible 
What are you really thinking 

about just now?  

Always first steps Make it more sensual 

Don't stress one thing more than 

another 
What to increase? What to 

reduce? 

Look at the order you do things Simply a matter of work 

Disconnect from desire Give away your worst impulse 

Ask your body The inconsistency principle 

Water You are an engineer 

Slow preparation. Fast execution Disciplined self-indulgence 

Trust in the you of now Remember those quiet 

evenings 

What to maintain? Discover the recipes you are 

using and abandon them 

The most important thing is easily 

forgotten 
Incorporate 

Not building a wall but making a 

brick 
Repetition is a form of 

change 

Gardening, not architecture Take away the elements in 

order of apparent non 

importance 

Courage!  

Table 5.9: Oblique Strategies 
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Figure 5.39: Eliza cards that I developed for the interaction. 
 

 
 

 

          
 

             

         
Figure 5.40: My own process of interaction with Eliza. 
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b. Products 
So that the ‘SMART’ fridge role had material to comment upon and to have an 

(albeit oversimplified) idea of the user, I provided pictorial representations of 

several products from the supermarket (Table 5.10). Here the user had to select 

two items that they would ‘usually have in their fridge’, which provided a 

minimum of information for the fridge to use during the interaction (Figure 5.41). 
 

 
Champagne Fish Fingers 

Beer White wine 

Tortellini pasta Pizza 

Kit Kat chocolate Cheddar cheese 

Almond milk Red Bull drink 

Coca-Cola Courgette 
Table 5.10: Fridge Products 
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Figure 5.41: User’s fridge-products: In the interaction, the user had to select two 

items that they usually have in their fridge, which provided the minimum 

information for the fridge to use during the interaction. 
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5.2.4.2 Procedure 
The instructions given to the participants before the interaction can be seen in the 

Appendix D1. The duration of the interactions was around 10 minutes. To see the 

full interaction dialogues see Appendix D4. 
 

5.2.4.3 Results 
The eighteen full dialogues of participants is included as Appendix D4. Below, I 

have excerpted some relevant extracts to support my discussion of the thematic 

analysis. 
 

5.2.4.4 Findings: Post-IdIoT analysis 
I decided to analyse the interaction dialogues by examining them qualitatively and 

utilising a psychological analytical technique, given my explicit use of psychology 

embodied in the Eliza prompts. The main reason for using this technique was to 

capture themes emerging from the dialogues. One advantage of this method is that, 

through its theoretical freedom, thematic analysis provides a flexible and useful 

research tool which can potentially provide a rich and detailed, yet complex, 

account of data (Braun, 2006, p.5). As Boyatzis (1998) notes, Thematic Analysis is 

a tool to use with different methods, rather than as a specific method on its own. 
 

A theme captures something important about the data in relation to the research 

question, which in this case was the implications of the embedded epistemology, 

and represents some level of patterned response or meaning within the dataset. In 

this way, it is important to acknowledge that the themes that emerge depend on the 

active role of the researcher continuously making decisions (Braun, 2006, p.7), 

thus meshing with second-order cybernetics and embracing the idea that there is an 

observer who is present throughout the whole process of developing the themes. 

This active presence can be applied on two levels: in relation to a research 

question, and in the way this question evolves through the coding process 

(identifying parts of text that are linked by a common idea). A relevant question to 

ask is how to decide what comprises a theme.  
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As Braun (2006) says, a theme might be given considerable space in some data 

items, and little or none in others, or it might appear in relatively little of the 

dataset. So the researcher’s judgement is necessary when determining what 

constitutes a theme. According to Braun (2006, p.10) the ‘keyness’ of a theme is 

not necessarily dependent on quantifiable measures such as whether it is most 

prevalent – but in terms of whether it captures something important in relation to 

the overall research question. 
 

Second-order cybernetics in relation to Thematic Analysis  
Another reason for choosing Thematic Analysis was that it permits working within 

a particular theoretical framework, while allowing the researcher to unpick 

information from the research project itself – in my case the dialogues. As Braun 

(2006) points out, it is important that the theoretical position of a Thematic 

Analysis is made clear, as this is all too often left unspoken. In this case my 

theoretical position is based upon second-order cybernetics.  

 

Within this framework, I refer to Glanville’s (2004,p.1380) comment on the 

purpose of second-order cybernetics, in which he says that  
 

the reason I write with an I, in the first person, exemplifies that 

relation or link: the presence of the observer: I am in what I 

write. The essential discovery of the treatment of cybernetics as 

revealed through cybernetic analysis and of the duality 

observed/observing systems is the presence of the observer.  
 

Another connection with the theoretical framework has to do with the chosen unit 

of analysis, which in this project are dialogues. I decided to focus on dialogue 

since it exemplifies the idea of communication transcending coding, based on 

Pask’s conversational (dialogical) model (detailed in Chapter 3). 
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Main Themes 
As an outcome of my analysis, it is important to note that I found themes that I was 

interested to examine in relation to IoT technology and ‘smart’ appliances that 

relate to central human activities, such as the ‘smart’ fridge. Clearly there were 

ideas that I was aware might be important, but I was open enough to consider other 

themes that I had not expected. 
 

By examining the dialogues in the context of human relationships with connected 

online objects, the following four main themes emerged. In the discussion below I 

again use examples of the dialogues together with explanation in relation to the 

themes as well as references to other literature as relevant (see Appendix D4 for 

the full dialogues of the participants).  
 
 
i. Control & Power: ‘SMART’ limit 

Threat 
 

ii. Understanding the ‘SMART’ world in practice 
a. Communication 
Ways of asking 
Fridge nationality: Language and culture 
b. ‘SMART’ world characterisation 
Caring 
Machine superiority 
Questioning the source of the advice 
Expectations 
Ways of understanding 
Responsibility 
Irony 
 

iii. Commercial Issues 
Partners 
Negotiation 
Budget 
Alternatives to the user as consumer 
  

iv. Complexity and Variety in People’s Lives. 
 

I now examine each theme and sub-theme, and reflect on its implications as well as 

precedents or evidence elsewhere which supports the relevance of the idea. 
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i. Control & Power: the ‘Smart’ limit 
One major issue in the interactions were instances of control and power in which 

the user and the fridge negotiated in relation to the power of the machine and the 

ownership of the appliance – both generally arguing, “I know what I am doing.” 
 

For instance, the ‘SMART’ fridge tried to claim that it knew what was best for the 

user. The user’s attitude, on the other hand, was informed by the fact that he or she 

owned the appliance and was, therefore, in control of it and of his or her own life.  
 

The messages of many participants playing the fridge role showed that the 

machine believed it ‘knew what the user needed’ with a patronising attitude. From 

a technological perspective, the fridge’s justification for having an authoritarian 

attitude was its perceived expertise, based on a top-down view combining in-built 

assumptions and aggregated data. In several cases, the fridge knew how to ‘get 

under the skin’ of users instead of empathising with them to reach agreement about 

what was best. 
 

Another issue that emerged was the point at which it became acceptable for the 

machine to make judgments and comments about the life and behaviour of the 

user. In human-to-human interaction, this might be comparable to a nutritionist 

asking you questions unrelated to nutrition and providing patronising in 

comments about your habits. There were also cases, in which the role of the 

mother was played, where the dialogue resembled a patronising mother-child 

conversation, the fridge becoming the “adult” and the user, the child.  
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[See Appendix D3 for excerpts] 
 

Some of the dialogues bear resemblance to Berne’s (1981) book Games People 

Play. Berne observes that interpretations of social interactions (especially those 

observed in specific psychotherapy groups) and the implications in changes in 

behaviour are often accompanied by modifications in feeling. Berne (1981, p.8) 

refers to the approach of having parental and child ego states, which can be 

associated with some of the interactions of the ‘SMART’ fridge user in my study:  
 

the position is, then, that at any given moment each 

individual in a social aggregation will exhibit a parental, 

adult or child ego state, and that individuals can shift with 

varying degrees of readiness from one ego state to another. 

These observations give rise to certain diagnostic 

statements. "That is your Parent" means: "You are now in 

the same state of mind as one of your parents (or a parental 

substitute) used to be, and you are responding as he would, 

with the same posture, gestures, vocabulary, feelings, etc." 

"That is your Adult" means: "You have just made an 

autonomous, objective appraisal of the situation and are 

stating these thought-processes, or the problems you 

perceive, or the conclusions you have come to, in a non-

prejudicial manner." "That is your Child" means: "The 

manner and intent of your reaction is the same as it would 

have been when you were a very little boy or girl (Berne, 

1981, p.8). 
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Threat 
In some instances, an escalation of control coming from the fridge was evident, 

and this led to a threatening attitude.  This was mainly related to the fridge’s 

agency and ability to control its users’ lives, and also emerged through outright 

bribery, and for example a threat to report the user to the ‘Smart Appliance Union’. 

In the case of the user, the idea of ‘killing’ the appliance by unplugging the fridge 

was raised. This recalls the computer HAL in Stanley Kubrick’s film 2001, A 

Space Odyssey (1968) See Appendix D3 for the excerpt. 
 

An example of threat from the fridge: 
 

 
 

An example of threat from user: 
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A related issue that emerged in one of the dialogues was that the fridge threatened 

to report the user’s behaviour to the corporate entity ‘behind’ it. This demonstrates 

a very real risk posed by a device informing its manufacturer about the ways in 

which a user looks after a product. This resonated with a potential main worries of 

the public in relation to the IoT – the connection of personal data to insurance 

companies (see section 2.3.2)– but also relates to companies that harness users to 

evaluate other users, like AirBnb or Uber’s two-way rating systems (Price, 2015). 
 

 
 

ii. Understanding the ‘SMART’ world in practice 
 

During the interaction between the user and the ‘SMART’ fridge, many relevant 

aspects of communication with IoT appliances emerged, revealing challenges for 

the field. The issues were related to the phenomenon of dealing with a machine, 

and were mainly related to the way a ‘smart’ object deals with the context, 

personality, psychology and history of the user. In human-to-human interaction 

these issues take time to resolve, requiring an empathetic understanding of the 

other person. This issue is exemplified by assumptions the fridge ‘understands’ 

about the user. 
 

a. Communication 
In the dialogues, issues of language and culture were relevant. The dialogues 

highlighted possible challenges related to the idea of mutual understanding and of 

the machine gaining empathy with its user. It was possible to see potential 

problems especially in relation to the user’s personal metrics (quantified self) or to 

their home (‘smart’ home) on two levels: 
 

● If the user does not expect the message coming from a machine (human-

machine relation) 

● If fridge uses phrases that do not fit the user (language) 
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Ways of asking 
There were several kinds of questions coming from the users and the fridges. User 

questions were mainly related to services, such as recipes, help with planning, and 

the availability and state of products. In some cases, users also asked the device for 

advice about healthy eating. The fridge’s questions mainly concerned food 

preferences and predicting which foods might suit the user’s moods. In one case 

the fridge went beyond the socially acceptable and asked about romantic 

relationships based on food preferences. 
 

 
Fridge Nationality: Language and culture 
The implications of a possible national identity of the fridge, based on language 

and behaviour emerged from the dialogues, showing the tendency of a (perhaps 

inevitable) personification of a cultural mentality into the machine’s behaviour. 

 

Language 
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Culinary culture 
Our eating habits are complex: behind food preferences lie history, memory, 

culture and the human element involved in preparing food. The dialogues also 

revealed how the meaning of a meal is much more than what is consumed, which 

includes ‘being there’ and an emotional background which cannot be reduced to 

data and suggestion. 
 

 
 

b. ‘SMART’ world characterization 
The dialogues constitute an example of people trying to understand how the 

‘SMART’ world works. The exploration through the dialogues provides a 

characterisation of imagination (a mental model) in the fridge and the user.  By 

doing this it was possible to see how the ‘SMART’ appliance situates itself and its 

technical capabilities. In this way, it was also possible to see how the user 

presumed a certain level of intelligence in the machine in many instances.  
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Caring 
 

 
 

Machine superiority 
This resonates with the dialogue between the 'smart home' computer ‘Proteus’ and 

its imprisoned human user Susan Harris in the film Demon Seed (1977) 
 

 
 

 

 

 



 

 225 

Users questioning the source of advice 

  
Expectations 
There are several instances in the dialogue in which the user expected the fridge to 

take care of their lives and to be ‘smart’. Conversely, in one dialogue the 

‘SMART’ fridge took the liberty to comment about the ‘smartness’ of the user. 

 

 
 

Alternative ways of understanding 
As an alternative to the algorithmic logic of relying on previously purchased 

products or manually entered preferences, some interesting methods of better 

understanding the user beyond strategies like ratings emerged through the 

interactions.  
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Responsibility 
The allocation of responsibility, such as outsourcing crucial aspects of our life to a 

machines, and issues related to abandoning human agency through reliance on a 

machine, were shown to be relevant during the ‘SMART’ fridge interaction. In 

some cases the user implied that the fridge could not be correct purely on the basis 

of its ‘machinic’ credentials and supposed intelligence. However, the user assumed 

that the fridge was in charge of managing certain aspects of human life by asking 

“What are you if you are not ‘SMART’ enough to figure out what ‘I’ need.”  

Conversely, the ‘SMART’ fridge blamed the user if they were responsible for 

ordering products or communicating relevant information. Again, this recalls HAL 

in 2001, A Space Odyssey. In the case of the ‘SMART’ Fridge Session, the 

determination of responsibility between the fridge and the user resulted in the 

following depictions: 
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Irony 
Another issue that became apparent in the dialogues was the fact that instances 

arose in which conversation involving the machine seemed ridiculous; these 

resulted in some ironic replies from the user. This echoed the relation between the 

quantified self and connected devices, and some participants made the connection 

with the IoT wristband clear. 
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iii. Commercial Issues 
Another set of issues present in the dialogues was the ‘commercial’ implications in 

the ways the fridge conversed with the user. This aspect of the IoT emerged 

particularly from real-life roles, specifically in the case of the programmer and the 

banker. In the case of the latter, it is possible to see how he tried to offer more 

things by continuously pushing products, reminding the user of expiry dates and 

also by bringing commercial ‘partners’ into the conversation. 
 

The programmer, however, kept asking the user a broad range of questions such as 

‘How do you feel today?’ ‘Is that usually how you decide your meals?’ ‘How 

would you feel if the fridge suggested a meal to you?’ and, ‘How important would 

that be for you?’ After a point, it began to negotiate: ‘Would you pay £30 a month 

for your fridge to decide?’ He spoke about optimisation, showing the advantage of 

an algorithmically chosen diet, the fact that the user would have to make no effort 

and that she would surprise guests by paying for a service. Another relevant aspect 

of this interaction was the fact that the programmer showed the user that if she 

only paid £5 instead of the full £30, there was a strong possibility that the fridge 

would resell the data. 
 

Partners 
In the case of the programmer and the banker, a commercial food partner was 

present. In both cases they assumed that UK food delivery service Ocado would be 

the company involved. 
 

 
 

 

 



 

 229 

Negotiation 
Negotiation in relation to the management of data with third parties was a crucial 

aspect of the interactions. Specifically, this became the main strategy in the case of 

the programmer. Appropriately, bribery became a factor in the case of the 

Godfather. 

 
 

Budget 
The idea that budget is important arose, with participants considering that the 

fridge might be linked to a credit or debit card, and also because all the services 

need some financial reference in order to administer a budget. 
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Alternatives to the user as consumer 
Finally in relation to commercial issues, different approaches emerged as 

alternatives to the ‘user-consumer’ perspective, as characterised by the 

programmer and banker dialogues. The scriptwriter dialogue, for example, shows 

the idea of sharing – i.e. the fridge being helpful by not only focusing on 

consumption, but by exhibiting empathy with the user and finding non-commercial 

strategies. In this case, there is an understanding of the person’s situation and 

resources, which offers an alternative to solving problems by buying goods. The 

scriptwriter made the user think about the context (who the user lives with and 

what they are like) and by analysing the narrative of the food the user consumes 

(from the beginning to the end of the meal). 
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iv. Complexity and variety in people’s lives 
Our lives are nonlinear, with many systemic implications. Our existence is 

unpredictable and complex, and our psychology, personality, context, culture and 

history continuously come into play. On top of this, we add the complexity of diet 

itself, and the fact that eating is not about optimisation or efficiency for most of us, 

and it is thus important to question how an algorithmic approach could possibly 

manage the complexity and variety of people’s real lives. Across the dialogues, it 

became clear that no matter how computationally advanced, the Algorithmic 

Paradigm, Big Data and machine learning would be unable to capture human 

dynamics in daily life. 
 

Several aspects similar to human-to-human relations emerged in the interactions. 

As life can be complex, there are many factors that lead us into unhealthy phases: 

“I know I need to be healthy, but now I need to ignore that…” or “Help me, but 

not now”. This recalls Augustine of Hippo: "Grant me chastity and continence, but 

not yet."5  
 

Finally, especially in the case of the Jewish Mother, a tendency towards what 

Bateson (1972) refers to as a "double bind" situation can be seen.6 Double binds 

are frequently seen as a form of control without its acknowledgement, which 

generates confusion for both persons involved. 
 

                                                
5 Augustine of Hippo, Confessions, 8:7 
6 Based on observations in schizophrenic patients, in its origin “double bind” fell into place as an explanation for 
a theory of Schizophrenia. Here, Bateson (1972,p.205) notes that the sickness was generated by confusing 
communications and difficult problems impossible to solve in families; he describes it as “Double Bind” 
constituted a situation in which no matter what a person does, he "can't win". Bateson (1972, p.209) continues by 
saying that the sequences for the development of schizophrenia must have the characteristic that the patient “must 
live in a universe where the sequences of events are such that his unconventional communicational habits will be 
in some sense appropriate.”  
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Conclusion 

Using a Thematic Analysis gave me enough openness to discover relevant 

qualitative data from the dialogues themselves. The analysis was driven by my 

research interest in the idea of the oversimplification of the Algorithmic Paradigm 

in relation to communication between IoT appliances and users, but the aim was to 

keep the analysis open as the research evolved.  

 

As this section shows, there are several considerations that are important to be 

aware of in the new world of the ‘smart’ home. Through the dialogues that 

emerged from these interactions between a ‘smart’ appliance and its user, it was 

possible to gain insights about communicational issues, the understanding of such 

relationships and their characterisations. Additionally, the interactions revealed 

issues in relation to power and control and commercial implications.  

Finally, the dialogues provided further evidence about the difficulty of technology 

in grasping the human complexity of people's daily life. Further discussions on this 

subject can be found in Chapter 6. 
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Chapter 6: Discussion  
 

6.1 Introduction:  Nonlinear humans, linear algorithms 
 

Through adopting ‘the IdIoT’ proposition, as I used the figure of the ‘SMART’ 

fridge in the various projects previously described, I became aware of how the 

Algorithmic Paradigm embedded in IoT products can lead to oversimplification. In 

my initial design research projects, I explored and questioned the logic of this 

paradigm in relation to human activities. The outcomes suggested that current 

technology is characterised by framing users as entities with clearly delineated 

problems, as if we, as humans, are fully comprehensible through our quantitative 

data alone, embodying linear causality. This characterisation was also confirmed 

by my experiences using an IoT wristband (Section 2.4).  
 

I explored the issues further by bringing a methodology based on second-order 

cybernetics into design research, specifically in the area of the ‘smart’ home. As a 

result, it became clear to me how important it is to actively include the user’s 

perspective and participation, in addition to that of the researcher. Consequently, 

through my practice I refocused the discussion towards a human-centred 

perspective. This can be seen in the ‘SMART’ Fridge Projects in Chapter 5. 
 

6.1.1 Sense, nonsense, and (un)predictability  
Both of the fridge projects revealed potential problems of quantifying our 

behaviour and relying on algorithmic logic when it comes to central aspects of 

human existence. The projects suggested that in opposition to the Algorithmic 

Paradigm, which models humans as predictable users, it is critical to consider 

human unpredictability.  
 

This issue first emerged through becoming the ‘SMART’ fridge myself, where by 

reflecting how could I approach both subjective interpretations (interviews) and 

quantitative data (products in the fridge), I realised the limitations of a purely data-

driven approach.  
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As the projects demonstrated, the complexity of human existence and our daily 

lives are far from simple to translate into a ‘smart’ algorithm using statistical 

inferences; real, contextual ‘smartness’ cannot be considered purely in terms of 

statistical and numerical logic. It was particularly important to consider the in-

depth interviews with users in order to ‘get things right’ (confirmed by the ‘fridge-

update’ feedback interviews), in contrast to what I could achieve by applying 

machine learning and Big Data strategies.1 

 

Despite the fact that many things we consume remain constant (software can learn 

patterns), or the fact that data mining can provide accurate outcomes by relying on 

probabilities, humans are not entirely predictable. How we behave highly depends 

on our subjectivity and on our real life experiences and context—and such 

complexity will never fully be described by an algorithmic translation. 
 

With these different sources, as part of my process of becoming the algorithm, I 

experimented with the idea of ‘making sense’ and nonsense, by alternately 

considering or not considering contextual and personal information at the moment 

of making decisions. By combining the ‘fridge-data’ with statistical logic, I 

realised that I may end up suggesting things that made absolutely no sense for the 

user—for example, offering a participant chorizo simply because she had sausages 

in her fridge, while knowing from the interview that she disliked them.  
     

This exemplifies that the one-way algorithmic strategy of ‘making sense’ often 

misses the subjective meanings constructed by the user; therefore, by relying 

mainly on this logic there is a high probability of making no sense at all. As a 

consequence, I propose that through the active incorporation of the observer, 

second-order cybernetics principles should be applied to the next technological 

generation of ‘smart' technologies, leading to more meaningful interactions.  
 

 

 

 

                                                        
1

 Here it is important to acknowledge that the projects did not involve actual ‘computation’, but the simulation of 
outcomes. 
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6.1.2 Complexity and experience 
 

As I developed and reflected on the projects, several questions emerged; for 

example: 
 

● How could we avoid being trivialised by ‘smart’ machines?  

● How much can machines do when dealing with fundamental human 

activities?  

● How much do we want them to do?  

 

An important issue in relation to technological oversimplifications is thus the 

disparity between linear algorithms and the lived experience of our complex 

human existence. In opposition to the quantified vision of humans, as complex 

systems we are affected by our emotions, history and context, among other aspects.  
 

This resonates with what Maturana’s (2013) refers to as the emotional and 

irrational component of human beings, which goes against the rational mind-set 

that characterises the Algorithmic Paradigm. This suggests that considering 

quantitative behavioural data as a reliable source for prediction is oversimplistic. 

“The importance of the possibility of all knowing, understanding, and explaining 

what we live is in the realization of our living” (Maturana, 2013).  

 

In order to expand this exploration, I explored these second-order cybernetics 

concepts in my practice. By developing the ‘SMART’ fridge simulation, I became 

aware of the potential problems of relying on data which is isolated from the 

complexity of human activities by creating deliberate mistakes (see Section 5.1).  
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Going further, the SMART Fridge Sessions revealed how these complex and 

nonlinear aspects that characterise our existence are also present when people seek 

to explain their own actions. In the scripted dialogues, I found in the variety of the 

reflective nonlinear explanations of users, when confronted with information and 

commentary about their behaviour, that people generate very different (and often 

complex) explanations for what they do, and why. This was also evident in the in 

the case of assigned roles, through analysis of the variety of participants’ replies.  
 

The practice-based findings therefore suggest that when dealing with central 

aspects of human life, such as eating, the idea of a programmed ‘smart’ 

quantitative logic of an IoT device is enmeshed with difficulties, and provides 

several challenges. 
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6.2 The epistemology embedded in IoT technology 
 

Since IoT technology relies on algorithms designed by specific people and 

companies, it is important to explore and question how this thinking is embedded 

into products, through the ways the technology is applied (see Section 3.2).3  By 

concentrating primarily on the IoT ‘smart’ fridge as an example, my focus in this 

research was to expose and examine the implications of this embedded 

epistemology.   
 

It became evident in my own experience of using the Jawbone IoT wristband  

(Section 2.4).  But it was also clear, through the practice-based research that the 

Algorithmic Paradigm embedded in the technology reflects a particular type of AI 

background, which results in oversimplification and standardisation. AI as a first-

order epistemology claims to know the world ‘as it is’ and relies upon assumptions 

about cause-and-effect. In contrast, second-order epistemology acknowledges that 

is not possible to know the world ‘as it is’ because we perceive and know only 

through our observations, which are inherently subjective.  
 

6.2.1  ‘Who’s behind me?’ as a component of IoT epistemology  
I investigated the concept of embedded epistemology in the project Becoming Your 

‘SMART’ Fridge by exploring the embedded personality in the fridge-report. Here, 

while designing the outcomes during the ‘online fridge’ simulation, by placing 

myself in the algorithmic process, I discovered the importance of who might be 

‘behind’ me, and indeed my outcomes were very different depending on the 

incentives and entities of whom I had in mind as my developer.  

As a ‘smart’ algorithm (albeit in my case a reflective one), I was forced to consider 

my main objectives in relation to the user:  

● Take care of the user’s health?  

● Help the user to save money?  

● Encourage greater consumption? Of particular products?  

● Help the user do what he or she wants? 

 

I thereby realised that whoever was imagined to be ‘behind the fridge’ 

significantly affected the algorithmic strategies applied to its ‘smartness’.  
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6.2.2 Personalities and agendas as components of epistemology  
In order to test further investigate embedded epistemology, I decided to design an 

interaction which resulted in the ‘SMART’ Fridge Session. These interactions 

revealed how personalities and professional biases could plausibly be exemplified 

through a 'SMART' fridge's dialogues with users, in the ideas and themes it 

focuses on. During the interaction, participants were readily able to put a 

personality into the algorithmic interaction, which perhaps demonstrates how 

acclimatised we have become to algorithms pushing their own agendas. As an 

example, in the case of the ‘programmer’, it knew very well how to negotiate with 

the value of the data, in the same way the ‘banker’ constantly tried to subtly push 

products to further the agenda of its business partner.  
 

Current technology based on one-way ‘smartness’ or personalisation with the 

strategy of commercial co-dependency or ‘tell me everything’ (e.g. Google) is 

characterised by the lack of a systemic complexity, which has the potential to lead 

towards oversimplification and normative outcomes.2 At this point, being aware of 

a first-order AI mentality embedded in ‘smart’ products, I decided to inject second-

order cybernetics into the IoT discussion. This offered a different human-machine 

logic, in which the participant contributes to the ‘smartness’ of the system. 

 

6.3 Second order cybernetics: ‘smart’ as relational 
 

Second-order cybernetics brings a systemic understanding of the user, 

acknowledging the impossibility to see the ‘world as it is’ and therefore the 

importance of the observer with his or her complex nonlinear existence. Applying 

this thinking to an IoT context, second-order cybernetics suggests that, when 

dealing with personal issues, recognising human users as ‘observers’ is vital to 

make sense of our lives no matter how ‘smart’ a product claims to be.  
 

                                                        
2

 Here I refer to mass production of commercialised IoT technology; there is also a large field of DIY technology 
using open source technology and approaches.  
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Furthermore, a second-order epistemology considers intelligence as relational, 

with the observer a contributor to the ‘smartness’ of a system. Consequently, we 

must renounce the idea of a one-way ‘smart’ technological outcome specifically 

when dealing with personal issues, because they elude algorithmic standardisation. 

As Pangaro (2013) suggests, “it is cybernetics' epistemological stance—that all 

human knowing is constrained by our perceptions and our beliefs, and hence is 

subjective”.   
 

Thus in second-order cybernetics, intelligence, instead of being a property that can 

be stored in a device, should be seen as an attribute in a relational system which 

includes human creators, users and observers. This relational approach towards 

intelligence leads to the idea that ‘smartness’ resides in the way we exchange 

information, interact and live with the IoT object and not in the object itself.  
 

6.3.1 Language and connotations  
At this point, it is worth considering subtle differences between the terms 

‘intelligence’ and ‘smartness’ in an IoT context. In English, the noun ‘intelligence’ 

is described as “(1) the ability to learn or understand or to deal with new or trying 

situations:  reason; also:  the skilled use of reason (2) the ability to apply 

knowledge to manipulate one's environment or to think abstractly as measured by 

objective criteria (as tests)” (Merriam-Webster, 2016). ‘Smart’ is an adjective, and 

the term is defined as “(1) very good at learning or thinking about things, (2) 

showing intelligence or good judgment. The other connotation of ‘smart’ is ‘well 

presented’.3 
 

 

 

 

 

 

 

 

                                                        
3 "intelligence." Merriam-Webster.com. 2016. http://www.merriam-webster.com (16 March 2016). 
"smart." Merriam-Webster.com. 2016. http://www.merriam-webster.com (16 March 2016). 
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The two terms are close in meaning, but based on my research and reflection, 

‘smart’ can have more of a contextual connotation or refer to situational 

understanding. This suggests that ‘smartness’, as against the more general 

'intelligence', involves awareness of a situation and context, together with how to 

respond with particular actions. We can think of someone (or something) being 

‘intelligent’ in terms of reasoning and formal learning ability, but not ‘smart’ in 

terms of knowing how to deal with a situation – particularly a social situation –

appropriately. The term 'street smart' alludes to a practical, worldly intelligence, as 

against a more abstract, cognitive one. 

 

It is essential here to point out that the meaning of a word depends on the history 

of its use within particular groups of people. On this basis, coming from the first-

order AI perspective, intelligence can be described as successful problem-solving 

strategies embedded in an entity, while the adjective ‘smart’ is predominantly seen 

in commercial and promotional contexts – ‘intelligence’ is often used to describe 

the capabilities of a machine itself, while ‘smartness’ usually is used as a branding 

feature in advertising a product, with varied, and more vague, implications that 

programmable devices have the agency to actively predict, sense, and manage 

resources. 

 

‘Smart’ frequently also is used simply to mean ‘new’, networked, adaptive, or 

possessing some degree of automation. (While outside the scope of this thesis, I 

tentatively investigated some of these questions of connotations as part of a 

workshop at NORDES 2015, the Nordic Design Conference.4) 
 

                                                        
4 As part of a larger workshop around interaction with non-human systems (Dutson, Fantini van Ditmar and 
Lockton, 2015), I asked participants (other design researchers) to reflect and describe what ‘smart’ means in an 
IoT technological context. I got the following insights: 
 
As part of a larger workshop around interaction with non-human systems (Dutson, Fantini van Ditmar and 
Lockton, 2015), I asked participants (other design researchers) to reflect and describe what ‘smart’ means in an 
IoT technological context. I got the following insights: 
 

• “The nature of the word is changing” 
• “It means to do things well” 
• “Smart nowadays is a brand” 
• “I know is just a commercial tag” 
• “I am very aware that is not referring to human ‘smart’” 
 

Further observations includes a Swedish participant indicating that if you turn around the word ‘smart’ you get 

‘trams’, which in Swedish means ‘nonsense’ or ‘bullshit’. Another interesting comment that emerged during the 

session was “for kids ‘smart’ means just technology, the meaning is something generational” 
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Finally, I add that, in my first language, Spanish, there is no clear contextual 

distinction between intelligence and smartness: inteligenicia is the noun, and the 

adjective is inteligente, generally referring to person who shows intelligence, 

without implying any specific situational awareness. 
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6.3.2 Relationality  
The concept of ‘smart as relational’ was investigated in Becoming Your ‘SMART’ 

Fridge (Section 5.1). In this project, by turning myself into a reflective fridge-

algorithm, the assumed ‘smartness’ was questioned using different sources of data 

(quantitative and qualitative), by ‘making sense’ and nonsense outcomes. The 

project suggested that purely data-driven inference from the fridge many times 

made no ‘sense’. The outcome of this project aligns with the idea of ‘smart as 

relational’, since it revealed that the user (observer) has relevant information to 

inform the system. This resonates with Pask’s idea that “intelligence was a 

property that is ascribed by an external observer to a conversation between 

participants if, and only if, their dialogue manifests understanding” (Negroponte, 

1976, p.8).  

 

Despite machine learning’s ability to adapt to particular situations, based on 

experience and context, it is essentially still grounded in algorithmic inferences, 

based mainly on past data and linear learning.5  While recent, adaptive approaches 

to machine learning arguably display increasing intelligence, they remains locked 

in the same logic structure.  
 

In the context of IoT technology, a central problem in relation to Big Data is the 

lack of integration of what cannot be translated into the data: the meaning and 

context of particular interactions (Dourish, 2004). In this context, second-order 

epistemology shows that the observers are needed since humans are not 

predictable. We cannot apply a deterministic approach to make a ‘smart advisor’ 

because it is impossible for the device to simply know enough to make accurate 

and appropriate recommendations, accepting that it is impossible to know the 

‘world as it is’.  

 

 

 

 

 

                                                        
5 A major challenge to embed into the algorithmic logic of IoT devices is to consider the importance of 

experiences (as described by Novak, 2010).  
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Instead, second-order epistemology suggests that the ‘smart’ devices cannot know 

enough to predict—they can only relate well enough to ‘help’ (i.e., to act as a 

support system), as revealed in the role-playing projects. This suggests that the 

machine will, and should, remain ignorant about some aspects: we (the observers) 

are still needed.  

 

6.3.3 Conversation  
One implication of this second-order approach is that creating a rich interaction 

with a ‘smart’ object requires not just an active observer but also a platform that is 

designed to enable a two-way relationship. Here, ‘relate’ means to foster an 

interaction, which must necessarily be through conversation, so that the machine 

does not impose given norms and values, but offers alternatives. As seen in the 

dialogues in the ‘SMART’ Fridge Session, conversations with users clarify many of 

the human aspects that IoT claims to understand, by letting the user create in the 

interaction. In the assigned roles, I analysed how users presumed a certain level of 

intelligence from the machine, assessing the point at which it was acceptable for 

the machine to make judgments and comments about the behaviour (and indeed, 

lifestyle) of the user.  

The project thereby revealed the issue of the allocation of responsibility of 

outsourcing crucial aspects of our life to a machine, abandoning human agency by 

relying on a ‘smart’ device.  
 

This was especially reflected in the dialogues involving power-control strategies 

where the user and the fridge negotiated for power (the fridge aimed and claim to 

know what was best for the user) and the ownership of the appliance (the user aims 

and claims to be in control of his or her own life, making clear that the technology 

should be subordinate). Both participants in the dialogues effectively argued, ‘I 

know what I am doing’. 
 

 

 

 

 

 

 



 

  245 

At this point, some users suggested that the fridge could not be correct purely on 

the basis of its ‘SMART’ credentials; the observers had something to say. 

However, considering that the fridge is a touchpoint in a larger service, some users 

were seemingly happy to cede control, asking for example, “What are you, if you 

are not smart enough to figure out what I need?” Conversely, in some of the 

dialogues, the fridge blamed the user as the one responsible for ordering products 

or communicating relevant information. 

 

The research outcomes therefore pose challenges for designers and developers in 

this field:  
 

● How can we deal better with these ‘smart’ limitations?  

● How can we ensure and incorporate ‘humility’ in a machine?  

● How can we place the user-as-observer as an important component 

in dialogue and interaction with a ‘smart’ appliance?  

 

Here, it is relevant to recall Argyris and Schön’s (1974) suggestion of the 

importance of questions over operationalisation of goals, values, plans and rules. 

According to Argyris and Schön, an appropriate response is to question the 

governing variables themselves, and subject them to critical scrutiny via a form of 

‘double-loop learning’. They describe how a system can change how it learns, by  

changing the rules governing its own goals and assumptions, and what information 

it is looking for, rather than just refining an algorithm to closer and closer 

approximations of an assumed ‘reality’. 

 

Some theoretical approaches to HCI such as activity theory (Kaptelinin and Nardi, 

2012) conceptualise knowledge construction as taking place in dialogues, and in 

education theory, Laurillard (2013) draws specifically from Pask’s conversation 

theory to inform a model for learning – but while she applies it to human learning, 

some technologists are beginning to conversely apply a dialogic approach to 

machine learning (e.g. Bertasius et al, 2016). My research suggests that 

maintaining a questioning, observing human at the centre of a dialogic approach is 

specifically important for 'smart' technologies in IoT systems.  
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6.3.4  Proposing a new model for IoT: second-order perspective  
The scripted dialogues constitute a first attempt to provide an alternative 

epistemological approach towards interaction with an IoT device. In this project, 

the main second order principles that I incorporated were: 
 

● The inclusion of the observer: The interaction was based around a 

reflective user, who made sense of his or her own data (instead of a one-

way smartness). 

● Considering ‘smart’ as relational: A ‘smart’ system is not made 

complete by pre-programmed algorithmic outcomes; it depended on 

relations (exchange) with users (instead of the idea of intelligence as a 

commodity stored in a computer). 

● Conversation of a conversation: In this project, the system triggered the 

user to reflect, providing a space to then change the system (thus the user 

contributed to ‘smart’ interaction in a system).  

● Non-linear users: The user was considered as a dynamic, on-going and 

unpredictable individual (instead of basing everything on a static mental 

model of the user and mining past behaviours using machine learning or 

Big Data strategies). 

● Systemic understanding of the user: I included relevant aspects such as 

eating habits, physical activity, sleeping, hydration and alcohol 

consumption, among others, in addition to product and behaviour tracking. 

● Ability to deal with a variety of values (instead of assuming particular 

values) 

● Responsibility: I incorporated the idea of the user’s active reflective role. 

Instead of assumptions, judgements or normative outcomes coming from 

the device, the observer was responsible for decisions. As von Foerster 

(1992) indicates, acknowledging the observer brings with it the 

responsibility of the observer itself.  
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6.3.5 The challenges of second-order reporting  
 

There are obvious risks inherent in providing our subjective personal data to 

algorithms with current strategies of AI machine learning, particularly where this 

personal data is sold to companies which aim to profit from our subjectivity. This 

leads to discussion of data ownership—if the data, subjective and objective, is 

‘ours’, what does that mean for services built around it? Is it something we (as 

users) want the system to give us ‘value’ from, or is it something where the value 

comes from our own reflection and understanding? As Cila, et al (2015, p.6) note,  
 

unless individuals know that they own their own data, companies who 

offer services will need to offer relevant services and products that are 

commensurate with the expectations of the public as data becomes the 

primary currency within transactions.  
 

As our homes move alongside smartphones to become the new 

marketplace for organisations to better understand our activities, a critical 

question for artists and designers will become more prominent: how to 

design systems that offer value for data. 
 

Here it is important to note that the current commercialised and politicised context 

of data exchange with technology (e.g. NSA surveillance, and Google’s perceived 

omniscience), goes far beyond the situations envisaged by early second-order 

cyberneticians. In early cybernetics the focus was on machine-human interaction 

(e.g. Pask) whose imagined conversational interactions were assumed to be at a 

more personal level, while nowadays we are in a context of machine-human 

aggregated data scenarios. Even where large networked information systems were 

envisaged (e.g., a prescient ‘smart’ home vision from Stafford Beer’s 1974 

Designing Freedom), privacy and personal control over the data were assumed to 

be inherent (see Figure 6.1). 
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Figure 6.1:Images from Stafford Beer’s 1974 Designing Freedom. 
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Finally, I have shown that by taking the position of the algorithm, simply using 

historical user data to attempt to understand users based on predictive strategies 

discards the user's current context, emotions, previous experiences, desires and 

meanings. Current algorithmic logic, as embodied by Big Data and machine 

learning, for the most part leaves behind the idea that the user may completely 

react in an unpredictable manner in their present ‘in the now’. In opposition to 

‘smart’ technology based solely on historical data, by considering the importance 

of the present, the idea of ‘the now’ embraces the openness and unpredictability of 

human behaviour.  

 

In this context, future ‘smart’ technology should include the fact that ‘we are in the 

now’, now. While some statistical techniques (such as Bayesian inference) account 

for incoming data to make predictions, accepting human unpredictability and 

subjectivity in the design of algorithms will provide a platform for the exploration 

of the unexpected much better by allowing them to observe current options 

detached from their past.  
 

From my perspective as a design researcher engaging with the Algorithmic 

Paradigm, I do not believe that the way humans experience the world and learn can 

be entirely translatable into machine logic. Consequently, it is critical to 

investigate mechanisms that are not mainly based on people’s past behaviour and 

assumptions, but which instead should consider an active and ongoing subject with 

its ‘own now’. 6 
 

 
 

 

 

 

 

                                                        
6 Statistical algorithmic prediction of behavioural trends has enabled targeted advertising (see ‘The Power of 
Habit’, Duhigg, 2014).  
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6.4 The Hype Cycle of Technology  
Zooming out to the 'now' of the broader context of the Internet of Things, if we 

examine IoT’s place within Gartner’s Hype Cycle of technology (Figure 6.2), at 

the time of this writing, the IoT is at the second stage – the ‘peak of inflated 

expectations’. This is defined as the point where technologies reach the height of 

their publicity and where a lot of companies enter the market. Following this 

phase, the technology starts becoming more realistic, entering the ‘trough of 

disillusionment’. This is in this point where the interest of users decays, resulting 

in sticking with old technologies, with a reluctance to adopt the new technology 

since the products are dysfunctional or disappointing, and are not what users 

expected (Gartner, 2014). 
 

 
Figure 6.2: Gartner's 2015 Hype Cycle for Emerging Technologies (Gartner, 

2015). 
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The current stage of IoT technology, specifically in the area of the ‘smart’ home, is 

on track to enter the ‘trough of disillusionment’ soon; maybe this will force its 

triviality to disappear, but this potentially means that millions of ‘smart’ products 

based around existing paradigms may still be operating in people’s homes.  

Considering this, if in the future people decide to buy connected appliances that 

deal with central human aspects in our private spaces, as with the ‘smart’ home, it 

is vital to be aware of possible problems not accounted for by the state of art of 

‘smart’ IoT products.  

 

If companies aim to enter to Gartner's ‘slope of enlightenment’, in order to avoid 

the mass production of trivial innovations it is important to think about the 

epistemology embedded in the products and systemically think about designing 

more meaningful interactions. While there are some thoughtful approaches 

emerging for improving the design of ‘smart’ home appliances from an interaction 

point of view (e.g. Rowland et al, 2015; Case, 2016—both intended to be practical 

guides for user experience designers), the much more fundamental issues of 

epistemology and the assumptions embedded in the Algorithmic Paradigm are not 

questioned.  

 

Challenging this goes beyond the current scope of ‘best practice’ of 

frictionlessness and seamlessness in human-centred design. As my research 

suggests, there is the need for a radically different approach to framing our 

complexity, as humans, in relation to ‘smart’ devices. 
 

Considering this, my research specifically shows how second-order cybernetics 

can be applied to IoT technology. The research revealed the need for a 

nondeterministic system in which the user can have a meaningful exchange with 

the system in order to benefit from ‘smart’ outcomes from an object connected to 

the Internet. The findings specifically imply: 
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a) The importance of the role of the designer of the IoT system in questioning and 

understanding the conception of the technology that is designing, as this has 

significant implications in the ‘smart’ service. For a more meaningful interaction, 

IoT designers must accept their ignorance and embrace the observer.  
 

b) Users must think about themselves as part of a complex system, not blindly 

relying on ‘smart’ replies and suggestions, particularly when dealing when central 

human aspects. As described throughout this thesis, a reflective observer comes 

with the observer’s responsibility attached. I personally align with the idea of the 

user shaping the system, instead of the system managing and changing the user. 

 

The model I have developed through this research, for example in the scripted 

dialogues, revealed several issues that should be taken into account for the design 

and development of future IoT products related to central human activities. It 

became clear that if the observer is considered in a ‘smart’ exchange, this must 

come with a change in the notion of ‘smartness’ beyond the current state of 

machine learning.  

 

A second-order epistemology leads to the acknowledgement of the limitations of 

‘smart’ machines, assuming for example that the ‘smart’ machine is ignorant about 

several personal aspects of users. Consequently, as an alternative to prescriptive 

and normative ‘smart’ outcomes, the design of the interaction should leave a space 

for the user to make sense of his or her own data. As evidenced by the projects, a 

relational approach towards intelligence leads to the idea that ‘smartness’ resides 

in the way we exchange information, interact and live with the IoT object and not 

in the object itself.  
 

This project shows the importance of considering where we should draw 

boundaries, to provoke reflection on the extent to which we, as users, want to go 

with IoT technology in our everyday lives, and to question what relations are being 

established between ourselves and the technology. While this thinking is at an 

early stage, the outcomes of this research act as a framework to consider 

implications and possibilities of an alternative to AI.   

 



                

 
 



 

  253 

Chapter 7: Conclusion 
 

Through a series of practice-based projects, I have explored a second-order 

cybernetics approach to interaction with ‘smart’ home Internet of Things 

appliances. I have investigated mentalities and personalities embedded in IoT 

technology, and, through design research, how the Algorithmic Paradigm, drawing 

on first-order AI approaches, can lead to oversimplifications of human complexity. 

I have explored alternative design approaches which enable more reflective 

interactions with the technology. My findings in relation to the central research 

questions (see Chapter 1) are: 
 

• What are the possible implications of the Algorithmic Paradigm and AI 

mentality embedded within the ‘smart’ home?  
 

By disregarding the complexity that characterised humans (our 

particularity and subjectivity) and human life, the possible implications of 

the Algorithmic Paradigm relate to the oversimplifications and 

standardisations that the algorithms cause in relation to human central 

activities.  

 

As a consequence this approach flattens the richness of human life to 

interactions anticipated by the Algorithmic Paradigm instead of enabling 

discoveries of possibilities which are non-reductive to computational 

capacities, but that are nevertheless human. Reducing everything to input-

output has implications in how we humans make sense of our world (our 

surroundings and our bodies). 

 

• What would happen if we design with an alternative epistemology, in this 

case second-order cybernetics?  
 

The consequence would be embracing much better the richness of human 

complexity: Smart would be taken as relational (non deterministic); the 

observer and our non-linear lives would be embraced. This would come 

with the responsibility of the user in making sense of his or her life and 

behaviour.  
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• How does the fact that there is an epistemological stance embedded, affect 

people’s interactions with the technology?  
 

The specific set of values and a way of seeing the world has repercussions 

in the automation and communication with the “smart’ system. This is 

very important since depending on the epistemological stance, we become 

(or not) the image of a machine which reduces the image of a human (we 

become machine-like). The wrong paradigm makes us more machine-like, 

pushing humans towards the algorithmic decision making which is 

presumptuous.  

 

With a specific focus on the ‘SMART’ fridge, and people’s interactions with it, my 

research has led to the following contributions to design research, which are 

discussed further in Section 7.3:  
 

● The value of second-order cybernetics in the context of the Internet of Things. 

● Positioning oneself as the algorithm as a practice-based design research 

method for engaging with algorithmic systems. 

● The development and application of the ‘IdIoT’ methodological approach as a 

particular way of directing and ‘slowing down’ research on a fast-paced 

topic. 

● The importance of questioning and criticality about the embedded 

epistemology in Internet of Things technology in relation to central human 

activities. 

 

Below, I reflect upon these findings, and the broader conclusions that can be drawn 

for design research and practice.  
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7.1 Design research and second-order cybernetics 
 

Bringing together second-order cybernetics with design research has been central 

not only to the methods through which I explored and questioned the IoT and 

‘smart’ home context, but also in the way that I encountered and reflected on my 

findings. A second-order perspective brought novel ways of asking questions that 

have the potential to inform disciplines with an interest in the IoT, both in practical 

terms of design and development, and with respect to the broader societal 

implications.  
 

As well as bringing second-order cybernetics to consideration of the IoT, I 

conversely introduced the IoT as a valid topic for second-order cybernetics to 

consider. The novel way that I incorporated second-order cybernetics was by 

embodying the epistemology itself in the way that the research was done—by 

acknowledging the importance of the observer and the relevance of systemic 

thinking, and by embracing human complexity in an IoT scenario. This 

methodological approach demonstrates how design research with a second-order 

consideration could be brought together. Design research perspectives are also 

underrepresented in other fields such as the emergent critical algorithm studies 

discourse (e.g. Gillespie and Seaver, 2016). 
 

By continuously reflected on what I was doing throughout the research, I 

integrated reflection as part of my methodology. With this in mind, my practice 

was characterised by actively and continually posing as researcher, observer, and 

performer. With such a position, I was able to talk within what was happening 

(‘reflection in action’), instead of talking about what was happening (‘reflection on 

action’). As a subtle difference with Schön’s (1959) notion of the ‘reflective 

practitioner’, I was ‘making sense’ while developing the research; I was not asking 

‘how well is the research doing?’ but being very aware of ‘my thinking as doing’. 

Conversely, through performance and the ‘IdIoT’ approach, I actively sought to 

‘make nonsense’ as a valid design research method for questioning assumptions –

 in this case embedded mentalities and personalities in the IoT. 
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This could be seen in Becoming your ‘SMART’ Fridge, where I took the role of the 

‘reflective algorithm’ (Figure 7.1). This approach can also be seen in the scripted 

dialogues of the SMART’ Fridge Session, where I also deliberately gave the role of 

the reflective observer to the participants – thus enlisting participants as active 

researchers and observers as part of the process of making sense and nonsense, as 

critical design research practice. 
 

 

 
Figure 7.1: CNC-manufactured fridge model with my face inverted to reflect my 

presence as the algorithm in the ‘SMART’ fridge’. When focusing light on to the 

face, the fridge produced an optical illusion that resulted in my face following the 

person observing it. This project was shown at the RCA’s Work in Progress show 

2015. 
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As a result of this particular process, design research together with second-order 

cybernetics provided a different approach from characteristic fields of the 

development of IoT technologies, such as AI, HCI, product design and interaction 

design. It also produced a different perspective from critical studies of the subject 

in sociology, anthropology and media theory, and critical design approaches such 

as speculative and adversarial design as explained in Chapter 1. The ‘IdIoT 

proposition’ specifically has the potential to be applied to further critical research 

on technologies. Questioning the topic and assumptions, there raised awareness 

that allowed several problems to become visible. 

 

 

7.2 Implications for designers 
 

In relation to the use of second-order cybernetics within design, Pangaro (2013) 

notes that, “its utility is [at least] the production of useful descriptions, and, 

specifically, descriptions that include the observer in the description”. However, 

going beyond descriptions and into applications, and further into practical 

implications for designers, is something which at present has largely eluded 

second-order cybernetics in its relation to design—particularly as the AI-

influenced approach towards ‘smartness’ currently dominates.  

Implications for design could include recommendations, or epistemological 

concepts about changing the way designers approach their practice. Second-order 

cybernetics, as applied in my work, provides a novel and initial attempt at 

incorporating the epistemology itself into an interaction, giving practitioners an 

alternative way to approach the IoT and ‘smart’ systems.  

Theory itself can be an implication for design. Along these lines, Dourish (2006) 

criticises the almost ubiquitous ‘Implications for design(ers)’ sections (such as this 

one), found in many reports of empirical research in interaction design and HCI, 

particularly where deeply contextual, situated ethnographic research is turned into 

bite-size instrumental ‘insights’, marginalising the value of theory. As such, in this 

thesis I offer designers a critical consideration of the theoretical implications and 

mindset of the ongoing AI approach, in the IoT context.       
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Through practice-based design research exploration, influenced by second-order 

cybernetics, as an outcome of this research, my recommendation is that designers 

of IoT systems should consider the following points: 

 

1. Avoid oversimplification and normative outcomes; instead create a system 

in which the user (as observer) has a space to reflect and to design the 

meaning of their own data. The incorporation of the observer constitutes a 

challenge in the development of ‘smart’ home technology. Here is 

important to note that, as discussed in Chapter 3, a reflective observer 

brings with it its responsibility.  

 

2. Designers should avoid aiming for patronising ‘smart’ outcomes; instead 

they should provide possibilities, tools and choices for users.  

 

3. ‘Smarter’ IoT approaches should be designed to bring humble predictions, 

assuming a device’s ignorance. The algorithmic outcome should 

acknowledge the importance of the observer with his or her complex, 

human life.  

 

4. Designers should think systemically and question embedded 

epistemologies. Incremental design changes will not provide meaningful 

changes in the way ‘smart’ technology is conceived. 

 

7.2.1 The IdIoT proposition for embedding the observer in AI world 
 

The IdIoT resists consensus. For this reason, I propose a contextual description of 

the critical steps of the IdIoT proposition (instead of providing a specific step-by-

step list) in order to give the opportunity for the researcher to discover his or her 

own path. Here, it is important to note that during the IdIoT methodological 

approach the researcher should continuously observe and reflect in the practice 

(reflection in the situation). 

 

In order to embrace the observer into the AI world, the IdIoT as a methodological 

research requires: 
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1. Acknowledge the importance of considering the observer in the system. It 

requires being very aware of the active presence of the provider of the 

information and the impossibility of the observer of being removed from the 

system. 

 

2. Be aware of the scenario of the habitual. Here it is important to describe 

what is happening in the quotidian, the obvious and the common of the 

researched topic. 

 

3. While setting the research question, it is important to be aware of the 

problem-framing and the choices that the researcher is making (what is being 

considered and what is left out). 

 

4. ‘Bringing the voice of the IdIoT’: resist the consensual way in which the 

subject is usually perceived. After describing the scenario and once aware of 

the problem-framing, it is time to slow down and reason within the subject of 

study: ‘What are we busy doing?’ Here a design research project takes place. 

Here design (the act of designing) should embrace the question of ‘How are we 

knowing what we know?’ 

 

For this it is important to slow down while being simultaneously alert. This step 

must be characterized by observing habitual oversimplifications. Here it is 

important to point out the nuances that usually are not perceived and addressed 

in the research topic. After this phase, there should be a slightly different 

awareness of the problem. 

 

5. ‘Post IdIoT analysis’: After the design research practice, it is important to 

apply to the outcomes a qualitative method that provides a relevant analysis for 

the researcher’s research questions. 

 

6. Finally the researcher must understand that this is the start of a series of 

further questions (not a solution). Here the researcher needs to start thinking in 

the following project with the new insights developed in the IdIoT process 
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7.3 New Knowledge  
As outcomes of this research, my key contributions are:  
 

1. Deploying second-order cybernetics in the IoT context, via a practice-based 

methodology. I used second-order epistemology to challenge algorithmic logic through 

reflective feedback as a design researcher. I applied this epistemology in the context 

of the Algorithmic Paradigm, specifically in the area of the ‘smart’ home. I 

propose that second-order cybernetics as an alternative epistemology represents a 

shift in perspective in the field of human-computer interaction.   
 

As a practice-based design, for example in the scripted dialogues (Section 5.2.3),  I 

applied second-order epistemology to interactions with technology, by interpreting 

‘smart’ as relational, and by basing the interaction on a reflective observer, 

suggesting that as reflective humans our capacities and understanding are still 

needed in technological systems. Throughout the projects, by bringing the observer 

to the centre of the discussion brought with it a commensurate responsibility of the 

user to make sense of his or her own data.   
 

2. I positioned myself as the algorithm. Through the development of the projects, I 

developed my own reflective process by playing the role of the reflective 

algorithm of a ‘SMART’ fridge. Such an approach constitutes a shift in 

perspective, while acknowledging an active reflective researcher characterised by 

‘reflecting while doing’.  
 

This methodological approach furthermore allowed me to reflect critically within 

the decision making process of ‘smart’ appliances by making both ‘sense’ and 

‘nonsense’ using qualitative and quantitative data associated with users. In the 

latter case I applied the strategy of making deliberate mistakes, which evidenced 

possible issues with ‘smart’ technologies. 
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3.The IdIoT method I developed allowed me to slow down and deconstruct the IoT 

smart fridge space. The ‘IdIoT Proposition’, constitutes a particular way of 

directing research on a topic where questioning what I was doing, the process of 

how I was researching, and the problem-framing of the technology, was important 

and necessary. In a context of increased speed of release of ‘smart’ products into 

the market, the figure of the IdIoT, by slowing things down, was of a particular 

relevance in bringing a critical approach toward the subject.  
        

4. The findings of the research suggest that current IoT technology when it relates 

to central human activities, requires questioning of, and critical thinking 

about, its embedded epistemology. As a result, this suggests the relevance of 

thinking about an alternative epistemology, which in my research was second-

order cybernetics. In my practice, this was explored in scripted IoT dialogues that 

incorporated central second-order characteristics (Section 5.2.3). This suggests that 

future IoT approaches should propose humble predictions, assuming the device’s 

ignorance by acknowledging the importance of the observer and his or her complex, 

human life.   
 

I also explored second-order implications by exploring algorithmic 

oversimplifications, combining the idea that we are complex human beings, along 

with the mentality embedded in technology and the definition of ‘smart’ as 

relational. With a second-order approach, in the SMART Fridge Session (Section 

5.2) I utilised an explicitly conversational research design. By developing a series 

of ‘smart’ fridge-user conversational interactions, I observed in the dialogue 

possible issues that may emerge in the new context of the ‘smart’ home. The 

implications of these findings suggest that a shift in perspective is required in order 

to create more meaningful interactions. This will not be solved by maintaining the 

development of ‘smart’ products using a first-order AI approach. 
 

 

 

 

 

 

 

 



 

 262 

7.4 Future directions 
 

The research outcomes of applying second-order cybernetics through design 

research shed light onto possible more meaningful types of IoT interactions, 

providing evidence that human complexity in relation to human-machine 

interaction – in my case investigated in the context of the ‘smart’ home – presents 

several challenges. The findings point to research which questions the ongoing 

technological path, challenging the given epistemology and proposing alternative 

approaches.    
7.4.1 Approaching the IdIoT proposition  
The IdIoT proposition is not directly transferable to evaluate emergent 

technologies. Different researchers may of course find different strategies, 

combinations and ways of using the material and the approaches that I propose. 

The IdIoT Proposition in this research had a very particular set of constraints; it 

was context and researcher-dependent. The research was developed by myself 

from my own background, and created in the specific context of a practice-based 

design research. In my case, it was grounded in second-order cybernetics as a 

theoretical framework. However, my methodological suggestions for applying the 

IdIoT proposition to other subjects would focus on the following: 
 

1. The Figure of the IdIoT: The importance of slowing down. In this part it is 

critical to question some aspect of what seems obvious in a topic. In this 

process, regardless of topic, I found it important to acknowledge a second-

order perspective – ‘the presence of observers observing’ – and also to 

question the problem-framing of the topic being investigated. 

 

2. Once the researcher has developed a series of projects in which the topic has 

been reframed, it is important to detect possible problems and to be aware of 

the shift that those changes generate in the outcomes. In my post-IdIoT 

analysis, I found it important to be very aware of the chosen tools (and the 

limitations) used to develop the analysis. This methodological approach 

suggests repeating an IdIoT reflective cycle.  
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As the research revealed, there are several challenges in applying the method, 

which could open up further areas of research. I suggest this level of analysis 

constitutes a new approach to make future IoT interactions more meaningful.   
In this context, I believe design research will have a central role.  
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